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Preface

This volume contains four chapters. The topics covered are solid
state electrochemistry devices and techniques;  nanoporous carbon
and its electrochemical application to electrode materials for super-
capacitors; the analysis of variance and covariance in electro-
chemical science and engineering; and the last chapter presents the
use of graphs in electrochemical reaction networks.

Chapter 1 by Joachim Maier continues the solid state
electrochemistry discussion that he began in Volume 39 of the

treatment of electrochemical cells.  In section 2 he discusses
various sensors: electrochemical (composition), bulk conductivity,
surface conductivity, galvanic. He also discusses electrochemical
energy storage and conversion devices such as fuel cells.

Gyoung-Ja Lee and Su-Il Pyun in chapter two review the
synthesis and characterization of nanoporous carbons and their

have played, for example, in the purification of liquids and
carbons, catalytic reaction, and the storage of energy. Activation
and templating methods are discussed in section II. They survey

molecular probe method and the image analysis method for
quantitative characterization of the pore surface irregularity and the
size distribution irregularity based on the fractal theory. The
investigation of the electrochemical performance of the porous
electrodes for electric double layer capacitors considering the
effects of geometric heterogeneity and surface inhomogeneity on
kinetics of double-layer charging/discharging occurs in section V.

Joseph D. Fehribach reviews and discusses in Chapter 3 the
uses of graphs in the study of chemical reaction network,
particularly electrochemical reaction networks for electrochemical
systems. He defines any graph used to study a reaction network as
a reaction graph. He mentions three categories that cover the uses

v

Modern Aspects of Electrochemistry. He begins by introducing 
the reader to the major electrochemical parameters needed for the

electrochemical application to electrode material for super-
capacitors in relationship to the key role nanoporous carbons

gas adsorption method in Section III. Section IV discusses the
the structural characteristics of the porous carbons by the use the
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of graphs: (1) reaction species graphs, (2) reaction mechanism
graphs, and (3) reaction route graphs.

Keith Scott and Yan-Ping Sun review and discuss three
dimensional electrode structures and mathematical models of three
dimensional electrode structures in chapter four. Conductivity
limitations of these three-dimensional electrodes can cause the
current overpotential to be non-uniform in structure. Adomian’s
Decomposition Method is used to solve model equations and
approximate analytical models are obtained. The first three to
seven terms of the series in terms of the nonlinearities of the model
are generally sufficient to meet the accuracy required in
engineering applications.

C. Vayenas
University of Patras
Patras, Greece

R. E. White
University of South Carolina

vi

Columbia, South Carolina, USA
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Joachim Maier 
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I. INTRODUCTION 

This second part of systematic treatment of solid state 
electrochemistry deals with solid state electrochemical cells which 
serve as devices in the context of a specific application, or are 
designed for measuring thermodynamic or kinetic properties. 
Generally, electrochemical cells allow one to transform electrical 
signals into chemical signals and vice-versa. The relation between 
chemistry and electricity is explicitly anchored in the definition of 
the electrochemical potential1 as = zFµ µ φ+  with µ  being the 
chemical potential and zFφ  the electrical potential times the molar 
charge. In order to work out electrochemical principles on one 
hand and expose characteristic features of the solid state on the 
other hand, the consideration of characteristic issues is emphasized 
rather than an exhaustive survey being attempted. In Part I2 on 
which this contribution is based, the nature of the ionic and 
electronic charge carriers in solids has been highlighted and their 
thermodynamic and kinetic behaviors in the bulk or at boundaries 
have been treated. 

Before we start with the consideration of measurement tech-
niques and applications, let us briefly introduce the major 
electrochemical parameters needed for the treatment of electro-
chemical cells. A typical electrochemical cell that we want to  
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consider, consists of a series of phases with Cu terminals (the 
leads) on both sides of the arrangement which electrochemically 
connect the cell with the outer electrical circuit components. One 
phase (MX in Figure 1) exhibits a significant portion of ionic 
conduction (called central phase) and may be contacted on both 
sides by other electronically and/or ionically conducting phases. In 
addition to imposing and measuring electrical fluxes and forces, 
chemical fluxes or forces can also be applied and measured. If we, 
e.g., consider oxides, the latter may be achieved by imposing or 
measuring the outer oxygen partial pressure (see Figure 1). 

The total current (I) flowing through such a cell is composed 
of displacement ( CI ) and conduction contributions ( RI ), i.e., we 
neglect inductive effects and can concentrate on capacitive and 
resistive elements. For mechanistic considerations we consider 
current densities, which in the quasi one-dimensional (laterally  
homogeneous) case are connected with the current via 

=i I
= /I∂ ∂i a  (a: area vector, /∂ ∂a : gradient operator with respect to 

the a-coordinates).4 The continuity equation of the charge density 
( ) 
 R= divρ − i  (1) 
expresses the fact that the negative divergence of the current 
density is equivalent to a local charge accumulation. This charge 
accumulation can also be expressed in terms of a divergence of a 
capacitive current density ( C= divρ i ) which in a given medium is 
represented by the displacement current density / t( )ε≡ ∂ ∂D E ( ε : 
dielectric permittivity, E: electrical field vector) (see e.g., Ref.5). 
Hence 
 ( )R Cdiv = 0+i i   (2) 
 

Figure 1. Sketch of a general electrochemical cell, as referred to in the 
text, with the mixed conductor MX as the central phase. The “current-
collecting” metal is denoted by “m”.3 Reprinted from J. Maier, Z. Phys. 

Oldenbourg Verlagsgruppe. 
Chem. NF (1984) 191–215. Copyright © 1984 with permission from 
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indicating that the total current is positionally constant. The 
conduction currents can be decomposed into electronic and ionic 
contributions ( eon ion,i i ) each of them being composed of contribu-
tions from individual charge carriers k (such as conduction 
electrons and holes or vacancies and interstitial defects). The 
individual fluxes are proportional to gradients in the electro-

densities read 

 = .
z F

k
k k

k

σ
µ− ∇i  (3) 

If only gradients in the electric potential occur (i.e., =kµ∇ 0  and 
= =k k kσ φ σ− ∇ −i E ), Eq. (2) can be rewritten as 

 div = 0
t

ε σ⎡ ∂ ⎤⎛ ⎞+⎜ ⎟⎢ ⎥∂⎝ ⎠⎣ ⎦
E  (4) 

or, using the Maxwell equation div = ρD  and assuming ε  and σ  
to be constant, as 
 / = 0.ρ ρ τ+  (5) 
In Eq. (5) τ  defines the dielectric relaxation time ( = /τ ε σ ) 
according to which obviously a charge perturbation decays 
exponentially in a conductor. This defines a parallel R–C circuit as 
a good approximation of a homogeneous conductor (see Section 
III). In the following part of this section we consider the steady 
state, in which the conduction current represents the total current 
and capacitive contributions have vanished. 

Let us now separately consider the continuity equations for 
ions and electrons 

 ion ion
ion

ion

c div
= ,

t z F
ν

∂
− +

∂
i

R  (6) 

 eon eon
eon

c div 
= ,

t F
ν

∂
+ +

∂
i

R  (7) 

(where νR  takes account of carrier generation by a local reaction) 
and apply them to a quasi-one-dimensional electrochemical cell 
with electrodes attached to pure electrolytes connected by an outer 
circuit. Generalizations are straightforward. In Eqs. (6) and (7), R  
is the rate of the electrode reaction which connects ions and 
electrons according to 
 ion eonion eon Nullν ν+ +  (8) 

eon ion ionzν ; ionz/ =ν(where the stoichiometric numbers ν  are coupled via 
being the charge number of the ion). Within the electrolyte 

chemical potentials. Neglecting crosseffects the particle current 
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ion ion ion/σ
 

 ion( ) ion( )'x x  (9) 
 

is decisive, while in the electronic connections (where 
eon ion eon( / x) / 0µ σ∂ ∂ ∝ i ) the transport “reaction” 

 

 eon( ) eon( )'x x  (10) 
 

determines the flux. In the homogeneous phases it holds  
that = 0R , and the steady-state condition simplifies to a 
constancy of the respective current (determined by Eqs. 
(9) and (10)). At the electrode/electrolyte interface 

eon eon ion ion( / ) = (outer circuit)/ ; ( / ) (electrolyte)/ )x i i x x i x∂ ∂ − ∆ ∂ ∂ ∆  
the outer electronic current is converted into an internal ionic 
current via the electrode reaction Eq. (8) (with rate R ). In short, 
 

eon
ion eon

eon

0 outer circuit, / = outer circuit,
= =

/ = F x electrolyte, 0 electrolyte.
ν

ν
∆⎧ ⎧

⎨ ⎨∆ ⎩⎩

I a F x
i i

I a
R

R
 
The fact that ion eon= ∝ ∝i i I R , also provides Faraday’s law 
(n Q)∝ . Generalizations for nonzero electronic contributions in 
the interior of the electrolyte or nonzero ionic contributions in the 
electrode are straightforward. 

While partial conduction currents are driven by the gradients 
in the respective electrochemical potentials (according to Eq. (3)), 
the external voltage that we measure is determined by the 
difference of the electrons’ electrochemical potentials eon( )µ  or 
Fermi-levels eon m( /N )µ  at both terminals 
 eon= / ,µ−∆U F  (11) 
which can be decomposed into contributions from different phases. 
The voltage drop within the central phase can be directly obtained 
by integration of the electrochemical potential gradient. The 
voltage (U) can also be decomposed into the open circuit voltage 
which under equilibrium conditions corresponds to the emf (E) and 
the losses due to current flow (
overvoltages (η ) are caused by resistances (see textbooks  

7,8

 
 ( ) = (I ) = .α α α α αη+ Σ + ΣU I E I R E  (12) 

 (where ( /∂ ∂ ∝x i)µ 0) the ionic transport proceeding via

η ). In the steady state these 

= +i

), and for a series combination, we can write of electrochemistry
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α α, while the 
differential resistance ( ) /α αη≡ ∂ ∂R I I . 

Similarly, we distinguish between an integral capacitance C  
and differential capacitances = / φ∂ ∂∆C Q  (Q being the charge). 
Similarly as R  refers to η  and not to U (note that 

( = 0) = 0 = ( = 0)η≠U I E I ), C is not inversely proportional to 
φ∆  but to pzcφ φ∆ − ∆  (note that pzc( = 0) 0 = ( = )φ φ φ∆ ≠ ∆ ∆Q Q ) 

where pzcφ∆  denotes the Galvani potential change for zero-charge 
conditions. 

Figure 2 gives an overview on the definition of and relation 
between quantities used in surface science and in electrochemistry 
such as work function or surface potential. In the following we 
distinguish between (i) cells to which we apply a current ( > 0I , 
the current direction being opposite to the short-circuit current 
direction, = >α α+ ΣU E IR E ), named polarization cells (cells 
under load), (ii) cells from which we extract current ( < 0I , in 
short-circuit direction, <U E ), named current-generating cells, 

Figure 2. The interdependencies of the parameters work function (w), Galvani 
potential ( )φ , Volta potential ( )ψ , and surface potential ( )χ , work function, 
electron affinity (A), and ionization energy (I) for metal (left) and semiconductor 
(right). Evac is the energy of the electron in vacuum immediately in front of the 
surface. The difference between I and A corresponds to the band gap according to 
Ref.6 Note that A and I are referred to the band edges while w refers to EF. (Please 
do not confuse the symbol for energy with the symbol E used in the text for emf.) 
Also pay attention to the fact that at finite temperatures local entropy effects are to 
be considered (entering the “energy levels”) and hence the free energy must be 
addressed. In fact even more accurately one has to refer to partial free energies, i.e., 
to electrochemical potentials. Band edges are related to the nonconfigurational part 
of the electrochemical potential of conduction electrons and holes, respectively. The 
Fermi-level is the full electrochemical potential of the electrons. The vacuum level 
is the electrochemical potential of the electrons immediately outside the solid (it 
does naturally not contain configurational contributions). Reprinted with permission 
from J. Maier, Physical Chemistry of Ionic Materials. Ions and Electrons in Solids 
(2004). Copyright © 2004 with permission from John Wiley & Sons, Ltd. 

R (I ) is the integral resistance of the process 

and finally (iii) open-circuit cells ( 0I ,U E ). In all cases we 
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Table 1. 

Overview on Electrochemical Devices and Measurement 

Cell type Measurement technique Technological application 
Polarization cell Measurement of kinetic data 

by polarization 
Electrochemical 
composition actors 
(electrolyzers, pumps, 
windows), electrochemical 
composition sensors 
(ampèrometric, 
conductometric) 

Current-
generating cell 

Measurement of kinetic data 
by depolarization 

Electrochemical energy 
storage and conversion 
devices (batteries, fuel 
cells, supercapacitors) 

Open-circuit cell Measurement of thermo-
dynamic formation data 

Potentiometric 
composition sensors 

 
Let us begin with the applied aspects. Because we intend to be 

exemplary rather than exhaustive we orientate ourselves at, but do 
not strictly follow, Table 1. 

II. ELECTROCHEMICAL DEVICES  
AND APPLICATIONS 

There is an extended special literature3,10–16 on applications of solid 
state electrochemistry and even more on electrochemical devices. 

2

Electrochemical devices allow for the conversion of chemical 
energy or information into electrical energy or information, or vice 
versa. One characteristic feature of the solid state in this respect is 
the thermal and mechanical stability which allows performance at 

Techniques Based on Various Cell Types. 

can distinguish between electrochemical applications and electro-
chemical measurements for the purpose of measuring fundamental 
kinetic and thermodynamic parameters (as detailed in Table 1). 
Priority is given to those aspects in which solid state problems are 
to the fore. The reader is also advised to the conventional or 

9
general electrochemical literature as regards measurement techni- 
ques and application.  

According to our objective, in this section applications will be 
emphasized in which migration and diffusion in the solid state are
decisive processes (as discussed in Part I  ). We intend to subsume
such applications under the headlines composition sensors, comp-
osition actors, and energy storage or conversion devices.
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high temperatures as well as an easy integration and miniaturi-
zation, another the selective mobility of certain ions which can be 
favorable, e.g., in the context of sensors. 

We will begin with a description of electrochemical sensors or 
more specifically composition sensors based on electrochemical 
principles (i.e., we refer to an electrochemical detection of 

such devices composition actors. At the end we will discuss energy 
conversion and storage devices (which we do not subsume under the 
term composition actors as here the energy aspect is to the fore). 

1. Electrochemical (Composition) Sensors 

To be exemplary, let us concentrate on gas sensors as the most 
important applications in this context. We will begin with sensors 
for redox active gases and, to be even more specific, mostly refer to 
oxygen detectors. Let the active phase have the gross composition 
MO. Sensor principles that rely on partial or even total equilibrium 
conditions with regard to the mixed conducting sensing phase MO, 

17,18): 

Table 2. 
Three Major Classes of Electrochemical Solid State Sensors for 

Redox-Active Gases Relying on Full or Partial Equilibriaa. 
Electrochemical sensor Solid phase 

ionµ∇  eonµ∇  

Bulk conductivity sensor Mixed conductor 0 0 

Surface conductivity 
sensora 

Electronic conductor ≠ 0  0 

Potentiometric sensor Ionic conductor 0 ≠ 0  

1. At sufficiently high temperatures complete equilibrium (i.e., 
O 2µ − −∇ ∇ ) of MO is achieved with the gas 

phase, and the equilibrium composition can be usually 

                                                 
a Experiments on SnO2

19 show that the picture may be more subtle for the surface 
conductivity sensor: The subset of the interfacial reaction steps succeeding the 
sensor action may be sluggish, and not necessarily the diffusion step. (Then the 
statement 

e
=µ −∇ 0  can be violated.) Cf. Section II.1.ii 

= µ = ∇µ = 0
e O

can—referring to Table 2—be classified as follows (cf. Ref.

composition). Another group of applications refers to devices in
which the transference of mass and charge is used primarily to  
change composition or produce chemicals (electrochemical pumps 
and electrochemical reactors, or electrochemical filters); we will term 
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by conductivity experiments, i.e., we make use of the typical 
power-law dependencies discussed in Part I (Section IV). 
We call such a detector a bulk conductivity sensor. 

2. 
 

−

of the surface conductivity sensor (or Taguchi sensor) in 

2SnO  increasing the surface resistance. (Yet, this simple 
picture has to be modified* as shown later in Section II.1.ii.) 
The resistance variation can be easily measured. This sensor 
is typically faster but less selective than the equilibrium 
sensor. While the bulk conductivity sensor only detects the 
oxygen partial pressure ( O2

P ), the latter responds to 
virtually all redox-active gases. 

3. The third variant is realized with solid electrolytes (emf 
sensor) in which the lacking electronic conductivity 

O0eµ µ−∇ ≠ ≠ ∇  but 2O 0µ −∇ =

2O −  
is constant. This is the principle of a galvanic cell under 

O2
( )P  

on the measuring side can be determined, if the reference 
O2

P  is known. 
Before we begin with a more detailed discussion, let us 

consider important parameters characterizing sensor performance. 
It is rather the rule than the exception that one obtains a change in a 
given material’s property such as electrical conductivity on 
variation of the composition of the ambient gas phase. In other 
words, obtaining a signal is only a necessary condition, in addition, 
a useful sensor signal must be unambiguous, sensitive, and 

Let us consider a signal S which is a function of the 
concentration (c) of the species j to be detected. Since the sensor 
will also respond to other species, i.e., 

sensitively (cf. MO be electronically conducting) detected 

)

open circuit conditions. The oxygen partial pressure 

 

 
O 0μ μ∇ ≠ ≠ ∇  

At low temperatures the ionic equilibrium will freeze and hence
while the electronic contact equilibrium 

may still be fast enough, i.e., 
e

=µ −∇ 0 . This is the principle 

long-time stable, and easy to record. It goes without saying that

are of course also decisive for commercialization. 
aspects such as cost, size, and environmental benignity of the device 

O

selective. Preferably, it should also be drift-free, quickly established,

2−

tion electrons, i.e., in the case of an n-conducting oxide such a 
out of the space charge zone and causing depletion of conduc-

prevents the establishing of the electronic equilibrium
( ) while owing to the  high
ionic conductivity now the “ionic Fermi-level” (µ

which oxygen is adsorbed on the surface, trapping electrons
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 1 2= ( , , , ),… …j nS S c c c c  (13) 

 d = d d .∂ ∂
Σ +

∂ ∂
S SS c c
c c

 (14) 

In case of an ideally selective sensor, the term ∂
∂ j

S
c

, i.e., the 

sensitivity, should be as high as possible, whereas the other 
derivatives should be as small as possible. For a set of signals 1, 2, 
…, n responding to the species 1, … j, …, n, the diagonal terms 

procedure is said to be specific with respect to j if only jjS  is 
nonzero.20 (The terms selectivity and specificity can also be 
defined as continuous quantities.21 The sensitivity is then given by 
the determinant of the response matrix.) 

It is instructive18 to consider the time dependence of S(c(t),t) 

 d d= .
d d

∂ ∂⎞ ⎞+⎟ ⎟∂ ∂⎠ ⎠t c

S S c S
t c t t

 (15) 

In the ideal case the explicit time dependence ∂ ⎞
⎟∂ ⎠c

S
t

 should 

disappear. This does not hold for the implicit time dependence, 
rather we wish to follow the time change of the local concentration 

c(t) instantaneously dcf .
d

∂⎛ ⎞
⎜ ⎟∂⎝ ⎠

S c
c t

. If we identify c in Eq. (15) with 

the local concentration where the signal is taken, the explicit time 
dependence refers to the drift of the signal. If c refers to the con-
centration in the gas phase it also includes response time. If response 
and drift processes occur at different time scales, the concentration 
can be reliably deduced from the signal. Thus, we assume that 
there is a fast response of the order of Rτ , and then after having 

Rτ

( ) ( )
( )

1%
τ − ∞

∞
RS S
S

( )( )tR Rt τ τ

“  ”    

 

“  ”    

i i≠ j
i

only should be nonzero for a selective sensing procedure. The 

and to extend Eq. (13)  to

Rτ  is to be defined

by the time needed to reach the pseudo-steady-state (e.g., 

obtained a pseudo-steady-state, a possible signal variation on a
long-time scale (

S

). Then the response time 

), and the drift by the change for 

j

the total change of the signal is given by 

j
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Let us discuss the detection of redox active gases, and consider 
an elemental anion-forming gas 2E  ( 2 2 2= Cl , OE , etc.), i.e., 

 2
1 e E
2

ε −−+ ε  E  (16) 

for which in equilibrium 

 
e2

1 =
2 E Eε
µ εµ µ− −+  (17) 

holds. Only in the case of the bulk conductivity sensor (mode 1) 
overall equilibrium is reached after a certain time, while in other 
cases Eq. (17) is violated or may only hold locally. 

In a mode 1 sensor, Eq. (17) applies throughout the system. To be 
more specific, let us formulate the overall introduction of E 
atomistically as 

 ( )2 E EE E
1 g e
2

ε ⋅+ ∨ + ε ' , (18) 

whereby E
ε ⋅∨  denotes a vacancy with the effective charge given as 

upper index, and e  denotes a conduction electron. EE×  stands for a 

[ ] 1/21
E E2

e =ε − −′ K P
dependence and the T-dependence of the signals can then be 
directly derived by considering the electroneutrality condition. We 
assume that the electronic conductivity ( [e ])′∝  is measured 
( eon ionu u , u: mobility). As long as we can assume that the defect 
chemistry is simple, i.e., only E

ε ⋅∨ , e′  or dopants have to be 
considered as defects, the signal change lnδ σ  is proportional to 

E2
ln Pδ  (cf. Part I2). In the intrinsic case, (i. e., [ ]E = eεε ⋅ ′⎡ ⎤∨⎣ ⎦ ) the 

proportionality constant which determines sensitivity, is given by 

( )
1

2
−

ε +1
, in the acceptor doped case ( )E = constε ⋅⎡ ⎤∨⎣ ⎦  it is 1

2
−

ε
 

'
E iEε ⋅ ε⎡ ⎤ ⎡ ⎤∨⎣ ⎦ ⎣ ⎦ ) and 0 in the donor-doped case ([e ] = const)' . 

Obviously sensitivity is highest in the acceptor doped case. Here, 
however, the temperature dependence is also highest, namely 

′

(i)  Bulk Conductivity Sensor (Mode 1) 

(the same would be valid for overwhelming ionic disorder, e.g., 

⎦E⎡ ⎤∨⎣
ε ⋅ . Based on this relation the partial pressure 

For low carrier concentrations the mass action law states that
a regular anion in the crystal in (charge-)relative notation. 
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determined via EH /ε∆  compared to EH /( 1)ε∆ +  and 0, 
respectively ( EH∆ : enthalpy change associated with reaction 18). 
In the diffusion-controlled regime, the response time 2( / )L Dδ

δτ ∝  
is determined (besides sample thickness L) by the chemical 
diffusion coefficient ( )Dδ  which also differs for the different 
defect chemical situations just discussed (see Section IV.3, Part I). 
In the regime of interfacial control, effective rate constants ( kδ ) 
are the decisive kinetic parameters ( 1/kδ

δτ ∝ ) (see Section VI.5, 
Part I). It is particularly worthy to note that the material must be as 
free as possible from deep dopants as to avoid a significant 
depression of the rate constants by trapping effects.22 

SrTiO3 may serve as a well-investigated material for such a 
bulk conductivity sensor. Its defect thermodynamics and also the 
relevant kinetic parameters have been discussed in detail in Part I.2 
In particular at low temperatures and at small sample thicknesses 
L, the kinetics of oxygen incorporation becomes surface reaction 
controlled, and k δ  the decisive kinetic parameter. 

Important advantages of the bulk conductivity sensor are, 
besides selectivity, its simplicity (no reference needed) and its 
selectivity; an important drawback is the T-dependence which can 
be quite significant (see above). Improvement via doping or by 
using a T-reference is straightforward, but partly at the cost of 
sensitivity, simplicity, or range of application.23 

The second mode to be described relies on a purely electronic 
interaction, as expected for a purely electronically conducting 
oxide or more accurately for a mixed conductor under conditions 
under which the ions are immobile (or the incorporation reaction is 
kinetically not possible, see below). The material of choice is 
SnO2. Its defect chemistry is determined by oxygen deficiency24 
and has also been considered in detail in Part I. In the pure oxide 
oxygen vacancies are compensated by conduction electrons 

[ ]( )O2 = e⋅⋅ ′⎡ ⎤∨⎣ ⎦ . At high temperatures SnO2 acts as a mixed 
conductor in that it readily dissolves oxygen, and can thus serve as 
an example of a mode 1 sensor, too. Under these conditions both 
the ionic and the electronic carriers are mobile; consequently the 
electronic bulk conductivity (which is still dominating the overall 
conductivity) changes with an oxygen partial pressure exponent of 

 (ii)  Surface Conductivity Sensors (Mode 2) 



 J. Maier 12 

1/6−  in pure SnO2; in doped SnO2 this is only true for very low 

O2
P , at moderate or high O2

P  the characteristic exponent is 1/4−  

O = const⋅⋅⎡ ⎤∨⎣ ⎦ ) or 0 (if donor doped, i.e., 
[ ]e = const′ ). 

The SnO2-based surface conductivity sensor (Taguchi sensor), 
however, refers to the behavior at comparatively low temperatures.25 
There we might expect that we can neglect ionic motion. (Note that 
the high temperature equilibrium and the cooling conditions are 
important for the low temperature defect chemistry, especially in 
the presence of redox-active impurities.26) Then, oxygen cannot 
enter the bulk but remains adsorbed at the surface and, according to 
a pure electronic equilibrium, traps conduction electrons out of the 
space charge region, resulting in an increased surface resistance via 
the formation of a depletion layer. The signal is determined by the 
space charge conductivity relations derived in Section V of Part I.2 

The response time is chiefly determined by the rate constants 
of the rate limiting surface step, while a great deal of the drift 
should be determined by the subsequent rate constants including 
bulk diffusion coefficient. The detailed analysis of the kinetics of 
SnO2, which is developed in Ref.19,27 and indicated in Figure 3, 

modifies the simplified picture of a negligible diffusion coefficient 
(cf. Figure 3); it rather suggests that one of the surface steps (after 
the steps which are indispensable for the sensor action) is severely 
hindered and thus enables the Taguchi-sensor performance.19 
Hence, not a negligible oxygen mobility but a sluggish 
incorporation reaction step at the surface (succeeding the signal 
determining electron transfer step) prevents SnO2 from acting as a 
mode 2 sensor at low temperature. The chemical diffusion 
coefficient of oxygen for the usually very tiny SnO2 sensor 
particles itself can be high enough to allow for equilibration in 
many cases. This questions the simple distinction in terms of the 
chemical potential (given in Table 1) at least in the case of SnO2 

(if acceptor doped, i.e., 

nanoparticles or very thin films, but does not affect the essence of 
the presentation. 

also taking account of trapping effects, transport in and through 
the space charge regions and the surface steps of the interaction, 
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Figure 3. At least three processes with different time constants characterize 
resistance response to a sudden oxygen partial pressure change over (n-type 
conducting) SnO2: electron transfer to adsorbed oxygen, oxygen vacancy 
distribution in the space charge zones, oxygen incorporation into space charge 
region and bulk.28 Reprinted from J. Jamnik, B. Kamp, R. Merkle and J. Maier, 

 
Since many gases exhibit a redox-active behavior, and the 

selectivity of the lattice for dissolving oxygen does not matter, the 
selectivity of a mode 2 sensor is rather low. Not only are most 
elementary redox-active gases sensor-active, also complex gases 
such as H2O, CH4, CHx, etc. NOx interfere, the detailed 
mechanisms being different. H2O induces a change in the surface 

2 2
sensing. Direct electronic effects have also been claimed to occur.29 
NOx gives an oxidizing signal while CHx usually acts reducing 
with reaction products being alcohols, aldehydes, or carbon acids. 
In the literature several attempts have been made to increase the 
effective selectivity, e.g., by varying the operating temperature 
(since the sorption rates are differently T-dependent), or by using 
pattern recognition and applying calibrated sensor arrays. In the 
presence of metastable gas mixtures, such as CHx and oxygen, the 
reaction may not be just a sorption reaction, SnO2 may also serve 
as a heterogeneous catalyst. 
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chemistry leading to a crosseffect, e.g., in the case of O  or H  

Solid State Ionics, 150, 157–166. Copyright © 2002 with permission from Elsevier. 
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Mode 2 devices which rely on a different detection principle 
are the Kelvin probe sensor and the CHEMFET. In the first case, a 
vibrating capacitor measures the change of the work function (see 
Figure 2), while in the second case the interaction is detected in the 
field-effect transistor mode.29–31 

In mode 3, the galvanic sensor mode, there is, as for mode 2, no 
global equilibrium with respect to Eq. (16) but now it is the ionic 
equilibrium that is established, i.e., n = 0 ( 0)EE e

µ µ µ− −∇ ≠ ∇ ∇ ≠ : 
Owing to a negligible electronic conductivity eon( = 0)σ  in the 
electrolyte, the internal electronic current is zero and since 

ion eon= = 0i i i+ , there is also no ionic current; consequently, 
nE

µ −∇  disappears because of the nonzero value of ionσ . In this 
way nonzero differences of the electrochemical potential of the 

sample. In the case of the well-known λ -sensor,32 which is 
extensively used in automobiles 
 ( ) ( ) ( )2 L 2 2 3 2 RPt,O P ZrO Y O O P , Pt  
we can express local equilibrium on both sides by 

 ( )O 2 2e O2

1 2 (Pt) = ZrO .
2
µ µ µ− −+  (19) 

We now use P instead of O2
P  to simplify notation. By calculating 

the difference of 
e

µ −  on both sides, Nernst’s equation is obtained 

 R

L

P
= ln

4F P
RTE  (20) 

( 2O e
= 0, = FE, = openEµ− − −  circuit cell voltage). If the O2

P  
on one side is known (which is achieved by a mixture of oxygen 
with an inert gas or a reactive buffer mixture such as H2/H2O, 
CO/CO2), this so-called λ -cell can measure the oxygen partial 
pressure on the other side (see Figure 4). The signal can also be 
used to control O2

P  directly. 
A related cell is the formation cell 

 2(Pt)Ag | AgCl | Cl ,Pt  

 

 (iii) Galvanic Sensors (Mode 3) 

electrons, i.e., a nonzero cell voltage, can be established over the 

∆ ∆µ
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Figure 4. (a) Oxygen concentration cell with ZrO2(Y2O3) (termed YSZ) as the 
ceramic membrane, which finds application in O2 sensors ( λ  probes), pumps, and 
fuel cells (in fuel cells the presence of the fuel (e.g., H2) keeps the partial pressure 
on the anode side very low). Reprinted from J. Maier, Physical Chemistry of Ionic 
Materials. Ions and Electrons in Solids, Copyright © 2004 with permission from 
John Wiley and Sons, Ltd. (b) λ  probe voltage as a function of air–fuel ratio. If the 
mixture is too fat ( < 1)λ  or too lean ( >λ
from the value at the stoichiometric point ( = 1)λ .33 Reprinted from H. Dietz, W. 
Haecker, H. Jahnke, Electrochemical Sensors for the Analysis of Gases, in: 
Advances in Electrochemistry and Electrochemical Engineering, H. Gerischer, 

John Wiley & Sons, Inc. 
 
As on the chlorine side the contact AgC1/C12 establishes a well-
defined silver activity, it can also be regarded as a chlorine or 
silver activity cell; analogously the contact Ag/AgCl provides a 
well-defined partial pressure of chlorine. 

Since silver chloride is an ionic conductor in itself, this chain 
represents a minimum phase scheme. Let us consider the thermo-
dynamics in more detail; on the left-hand side we may write 

 L L LL
Ag Ag e Ag e= (AgCl) (Ag) = (AgCl) (Pt)µ µ µ µ µ+ − + −+ +  (21) 

and on the right-side hand 

 R R R
Cl AgClAg e2

1 (AgCl) (Pt) = .
2
µ µ µ µ+ −+ +  (22) 

Ag
µ +

e
µ −  constitutes the cell voltage 

 
Ag Cl Cl AgCl f AgCl2 2

f AgCl Cl2

R

R

1EF = ln =
2

= ln .

RT P G

G RT P

µ µ µ+ + − −∆

−∆ +
 (23) 

In other words, we added up 

C.W. Tobias (eds.), J. Wiley and Sons. Copyright © 1977 with permission from 

 cancels, whereas the difference in Forming the difference, 

1), the cell voltage deviates strongly  
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( )+

+
2

                        Ag Ag + e L
1Ag + Cl AgCl
2

+
 (24) 

to arrive at 

 ( ) ( )2
1Ag + Cl e R AgCl + e L
2

− −+  (25) 

yielding Eq. (23) directly by applying the electrochemical 
equilibrium condition = 0j j jν µΣ  to Eq. (25); this again is 
equivalent to equating the electrical free enthalpy (–zFE) with the 
purely chemical free enthalpy r r r( = )G ν µ∆ Σ , i.e., the G∆ -value 
of the purely chemical cell reaction 

 2
1Ag + Cl AgCl
2

 (26) 

If the cell consists of more phases, a more local approach is 
advisable. Even though a well-established procedure in electro-
chemistry, this shall be briefly set out since in the field of solid 
state electrochemistry in general and in the field of sensors in 
particular, often differently conducting electrolytes are switched 
together without realizing the consequences (“double electrolyte 
cells”). The procedure is as follows: The difference in 

e
(Pt)µ −  

represents the electric potential difference across the cell (cell 
voltage) and can thus, as a state function, be obtained by summing 
up all φ -changes. The φ -changes of a given interface can be 
obtained from a local analysis. Let us consider the lhs (L) of the 
formation cell. Across the Ag|AgCl boundary, 

Ag
µ +  is constant, 

thus 
Ag

= / .Fφ µ +∆ −∆  As the chemical potential of Ag+ in Ag can 
be written as Ag e

(Ag)µ µ −− , and as the latter is related to 
e

(Pt)µ −  
via the φ -jump at the boundary Pt|Ag, the total electrode potential 
at the L-side follows as 

 L L L L
AgAg e

(AgCl) (Pt) .φ µ µ µ+ −∆ ∝ + −  (27) 

In the same way, the electrode potential at the R-side is obtained as 

 
2

2

R R R

R R R

ClCl e

AgCl ClAg

1(AgCl) (Pt)
2

1(AgCl) ( )
2e

Pt

φ µ µ µ

µ µ µ µ

− −

+ −
°

∆ ∝ − + +

∝ − + + +
 (28) 

 

.

−

( )e R−

R
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On forming the difference between Lφ∆  and Rφ∆ , the 
e

(Pt)µ − -
values cancel (the electronic concentration is essentially constant in 
Pt). Also 

Ag
µ +  cancels, provided the silver conductor has a 

sufficiently high defect concentration which is usually fulfilled. If 
this is not the case, the 

Ag
µ +

an additional φ∆ -term which has to be considered in the cell 
voltage. Equation (23) is the result in any case. Now, we consider a 
series switching of two silver halides 
 

2Pt Ag AgX′  

The difference L R

Ag Ag
µ µ+ +−

X = Br

 contact is sss sssAgBr

electrolyte such as Ag+ -alumina which is only conductive for 
Ag+  but blocks the anions, the difference L R

Ag Ag
µ µ+ +−  vanishes 

Ag Ag Ag Ag

L L R R( (AgBr) ( alumina) = ( alumina) = (AgCl))µ µ µ µ+ + + += β − β −

albeit we refer to the nonequilibrated phases. This evidently allows 
 to 

If the two pure phases are contacted without such a membrane 
or equilibration, a (time dependent) diffusion potential has to be 
added to Eq. (23). In many cases diffusion potentials even if 
undefined, can be virtually constant and then taken account of by 
calibration. According to this, it is not surprising that e.g., changes 
in the O2 potentials may be detected by using window glass (Na+ 
conductor), or Cu potentials by applying silver conductors even if 
the cell is under-determined according to the phase rule. 

Another complication arises if there are different, independent 
processes (1 and 2) that are both contributing to the electrode 

8

1ε  be the potential for which 1 = 0i  (i.e., 1 1i i= ) and equally 

′

′
be measured. 
the difference of the half cell potentials Ag/AgX and Ag/Ag X

potential. Then, a mixed potential is generated (see, e.g., Ref. ). Let 

 -change across the electrolyte leads to 

AgX X ,Pt

must form (Ag(Cl, Br)). For  = Br and X = I the equilibratedX′

If we, however, switch between the two halides a solid 

the halides  to equilibrate.  For  and X = Cl  a solid solution 
ob viously only vanishes if we allow both 

| AgI   corresponding to the formation of a mis-
cibility gap (sss: saturated solid solution). In both cases the steady-
state cell voltage does not represent the thermodynamics of the 
pure phases. 
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With regard to the potentiometric mode (mode 3) it may be 
concluded that potentiometric sensors are easily designed and often 
very sensitive. Their T-dependencies are typically moderate: If the 
activities involved do not change with temperature, the emf is 
simply proportional to T. If, however, in a λ -sensor a metal/metal 
oxide mixture (instead of air) is used as a simple possibility to 
establish a defined reference activity, the simplicity is bought at the 
expense of a strong T-dependence due to the chemical equilibrium 
constant. (Commercially miniaturized probes are available which 
contain Pd/PdO mixtures as reference electrodes.) Selectivities are 
usually not as good as for mode 1 but better than for mode 2. Drift 
processes are due to nonirreversibilities such as diffusion 
potentials, chemical reactions, or due to gas permeation because of 

latter is considered in greater detail in Section II.2. 

 
The above treated gases were redox-active gases, i.e., gases whose 
interactions with electrons are the relevant one. Yet, the 
characteristic interaction of many complex gases such as NH3, 
H2O, CO2 is the interaction with ions, i.e., they are acid–base 
active through 

(iv)  Extension to Acid–Base Active Gases 

non negligible electronic conductivities of the electrolyte. The 

( )2 2i ε

1ε  and 2ε  ( ( ) ( ) ( )M 1 M 2 M= = 0i i iε ε ε+

Mε  it holds that 1 1i i≠  and 2 2i i≠ , a nonequilibrium situation is 
locally met.) It is obvious that the mixed potential is closer to the 
process that is characterized by the higher exchange current density 
(steeper ( )i ε  curve). This implies that processes with lower 
exchange dynamics are not so important; this discrepancy may be 
augmented significantly if a perceptible current is drawn. Such 
mixed potential sensors can be explicitly used as sensing devices 
(see Ref.31). The discussion also highlights the fact that selectivity 
can be strongly varied by leaving the electrochemical equilibrium. 
Such amperometric devices based on zirconia electrolytes can be 
advantageously used for oxygen sensing. If the voltage is increased 
to a high enough value and hence significant currents are drawn, 
the cell acts as a gas pump which reaches a saturation current. This 
limiting current is proportional to the gas concentration.34 

= 0 , then the potential εM at which the total current vanishes, 
lies in between ). (As at 
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+

2 -

+
3 4

2
2 3

+ +
2 3

NH + H NH

CO + O CO

H O + H H O

 

A detection of these gases via a redox change, may be possible, but 
would involve low selectivity. Let us explicitly follow Ref.17 and 
systematically construct the analogues to the 3 modes discussed 
above, in terms of acid–base interactions. 

(i) For a mode 1 sensor one has to use a material that is able to 
dissolve the complex gas under concern. For the detection of water 
such a material may be a perovskite that is conducting for both 
proton and oxygen ions (see Part I2).35 By an ambipolar diffusion 
of these carriers, water transport is rendered possible. The proton 
conductivity (also the oxygen ion and the electronic conductors) 
changes with OH2

P , what can be exploited as a sensor signal: 
The chemical diffusion coefficient, 

2H O Hi O i OH
= ( , , , )D f c cδ σ σ⋅⋅ ⋅⋅ ⋅⋅∨ ∨

 

2 O Oh hO = ( , , , )D f c cδ σ σ⋅⋅ ⋅⋅⋅ ⋅∨ ∨

Hi

Hi

O

O

H O2

(2 )
= ,

2(1 )

D

xD D

x D
Dδ

⋅

⋅⋅∨

⋅⋅∨

− ⋅

+ −
(29) 

where 
2H O O

/x c c ⋅⋅∨≡ .36 In relevant cases Dδ  is rather low due to low 

O
D ⋅⋅∨

(see Figure 5). (As regards the kδ  value, i.e., the kinetics of the 
surface reaction, the situation strongly depends on the mechanism. 

37) 
Another obvious example are ammoniates for NH3 sensing, for 
which the incorporation and transport kinetics are expected to be 
even less favorable. 

(ii) This kinetic difficulty is not relevant in mode 2. Here, one 

surface conductivity, whereas acidic gases should show the opposite 
 

(which can be calculated just as done for 
 in Part I), reads for negligible trapping effects as 

, and thin films are required for a reasonable response time 

x

has to search for an ionic conductor, whose ionic carrier concen- 
tration is influenced by the acid–base active gas. Basic gases may 
trap protons, or other cations, and accordingly influence the ionic 

high owing to the polarity of the water molecule. In the pre-
The adsorption and dissociation steps may well be reasonably

sence of three carriers, peculiar kinetic situations may be met.
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Figure 5. Water uptake of Gd-doped BaCeO3. The time evolution is characterized 
2

36 Reprinted from K.-D. Kreuer, E. 

effect. An ammonia sensor based on this novel sensor principle was 
introduced in Ref.38 and uses AgCl. According to its basicity NH3 is 
expected to trap Ag+ and to increase the silver vacancy conduction, 
as was experimentally confirmed. The correspondence with the Taguchi 
(SnO2) sensor becomes most obvious if we use the ionic and 
electronic (partial free) energy-level diagrams (see Figure 31 of 
Part I2). As shown in Ref.,39 point electrodes can be used with 
advantage to reduce the response time and to increase (Figure 6) 
the sensitivity. Also Cu-conductors have been investigated as 
possible NH3 sensors.40 

1994 with permission from Elsevier. 
/Schönherr, and J. Maier, Solid State Ionics 70 71 (1994) 278–284. Copyright © 

by the chemical diffusion coefficient of H O .
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Figure 6. The conductivity response of AgCl on a contact to NH3 (measured by 
microelectrodes).39 Reprinted from M. Holzinger, J. Fleig, J. Maier, and W. Sitte, 

permission from Deutsche Bunsen-Gesellschaft für Physikalische Chemie. 

(iii) As regards mode 3, the correspondence cannot be complete 
since the electrode reactions are necessarily redox reactions. It is, 
however, possible to design cells, the overall reaction of which 
does not involve redox processes, but are of acid–base type. 

This is achieved in the electrochemical CO2 sensor to be des-
cribed now. The gas sensitive electrode in the emf sensors for CO2 
detection is based on an alkaline or alkaline earth carbonate.41–43 If 
Na2CO3 is to be used, Na- ′′ -alumina or Nasicon (Part I2) are sui-
table electrolytes. A thermodynamically well-defined sensor is obtained 
by using a mixture of a binary and a ternary oxide such as42 

2 3 2 2 3 2Na CO , CO Na -conductor Na MO , MO+  
with the whole cell being exposed to the same gaseous 

β

L Lsodium oxide is fixed on both sides, e.g., 
Na O

=
Na CO CO

(so on
2 2 3 2

an oxidic level the cell is comparable to an oxygen concentration 

environment. It is immediately clear that the chemical potential of 

Ber. Bunsenges. Phys. Chem. 99 (1995) 1427–1432. Copyright © 1995 with 
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2 3 2 2
1Na CO 2Na 2e O CO2lhs + −+ + +  

2 2 2 3 .12Na 2e O MO Na MO2rhs + −+ + +  
In the overall chemical reaction 

2 3 2 2 3 2Na CO MO Na MO CO+ +  
or in the more precise electrochemical equilibrium formulation 

2 3 2 2 3 2Na CO MO 2e (L) Na MO CO 2e (R)− −+ + + +  

O2
P  cancels, and the emf is solely dependent on 2CO , namely 

R CO2
FE = ln .G RT P−∆ −  (32) 

(An equivalent way to derive Eq. (32) is to split the chemical 
potential of the ternaries into ONa e 2

, ,µ µ µ+ −  and CO2
µ  or MO2

µ . 
Owing to the electrolytic nature of the electrolyte 

Na
µ +∆  is zero, 

while 
e

µ −∆  represents the cell voltage.) As CO2 does not interact  

 
Figure 7. The performance of the open CO2 sensor Au, O2,CO2,⎪Na2CO3⎪ Na- -
alumina⎪O2,Na2Ti6O13, TiO2 is characterized by a signal47 fulfilling the Nernst 

respect to O2 (left), fast response time and long-time stability (center). The rhs 
figure shows that 1 ppm CO2 is easily accessible; low CO2

P  are established by a 
CaO/CaCO3 buffer; at high CO2 the carbonate is used up and a constant CO2

P  is 
maintained. 
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β

equation (left) (high sensitivity (right)), exhibiting negligible cross sensitivity with 

2 +
2

2
rather the sodium potential (cf. phase rule) has to be defined. 
Fixing the Na-potential by using, e.g., Na or Na-alloys, is not a 
good idea. Apart from the materials problems, it requires sealing. 
This is not only difficult from the aspect of compatibility, it is even 
fundamentally disadvantageous, as it results in an oxygen partial 
pressure dependence of the cell potential. In the approach to be 
discussed here, simply the oxygen of the atmosphere is used as the 
necessary third phase to fix Na  on the both sides. The cell 
reactions then read: 

probes the sodium potential, a defined Na O activity is not sufficient, 
cell such as O O -conductor Ni, NiO ). As the Na  -conductor 
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with the reference side in the condition window of interest 
R

( < 0)G∆ , the sensor can be exposed to the same O2 and CO2 
 The principle was 

first evidenced by using zirconates (i.e. M=Zr), which are, 
however, kinetically sluggish. Also stannates or silicates, and most 
advantageously titanates were used.44,46 The sensor based on 

2 2 2 3 2 2 2 6 13 2Au CO ,O , Na CO Na -β - alumina (CO )O , Na Ti O ,TiO Au′′  
performs extremely well (Figure 7). It is very sensitive (ppm traces 
of CO2 can be easily measured), its response time is very short (on 
the order of 1 s at 500–600°C), the signal is drift-free (we used one 

the cell voltage), it exactly corresponds to the Nernst-equation at 
T >500°C and, in that temperature range, is independent of O2

P . It 
is easy and inexpensive to construct, ecologically compatible and 
reflects all the advantages that mode 3 sensors can have. A 
disadvantage which is shared with the other competing emf solid 
state CO2-sensors, is the elevated operating temperature and the 
reactivity of the carbonates with acidic gases. If the sensor is not 
always kept at high temperatures, also the hygroscopicity of 

2 3 2 3 3
this respect. Another challenge is the selective detection of 
complex gases which are both redox and acid–base active by 
electrochemical means, such as e.g., NOx. The reader is referred to 
the specialists’ literature for more details. 

2. Electrochemical (Composition) Actors 

In this section we will describe what may be called electrochemical 
composition actors, in which chemical action—and not mechanical 
action as usually described by the term actor (or actuator)—is 
caused by electrical excitation. Unlike electrochemical composition 
sensors which detect chemical composition via electrochemical 
methods, they cause changes in chemical composition. It shall not 
remain unmentioned that at present interesting work is pursued 
also to realize mechanical action on an electrochemical stimulus 
(“artifical muscles”).48 

Unlike in the case of basic storage devices (cf. the charging 
process of a battery) which we do not wish to subsume under this 
term and which we consider in the following section, here we will 
refer to situations in which the compositional changes caused by 
electricity, are meant to achieve more specific goals such as 

Na CO  is a disadvantage. Li CO  or SrC  are better candidates in O

44,45containing atmosphere at least for T >400°C.

titanates: 

and the same sensor now for 5 years without perceptible change in 
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producing or supplying chemicals of interest or purifying mixtures, 
or causing optical effects. So we will refer to electrochemical 
pumps, filters, reactors as well as electrochemical windows. 

Zirconia cells are powerful O2 pumps in chemical engineering 
(see Figure 4), and serve not only to stabilize oxygen partial 
pressures but also to achieve substantial flow rates of pure oxygen. 
Furthermore, the tailored withdrawal or supply of oxygen or 
hydrogen via solid electrolytes is a promising tool to enable and 
direct chemical reactions such as hydrogenation or dehydrogenation 
(Figure 8) of hydrocarbons. The purification of metals from 
hydrogen and the syngas production using very pure O2 are further 
examples. Related applications of future potential are the 
electrolysis of CO2 to partly recover O2 from exhaled air in space 
crafts and the high temperature water electrolysis by oxide or 

Electrochemical pumps have also been successfully used 
to promote reactions catalytically. If oxygen is pumped through a 
zirconia cell into a reaction chamber which is, e.g., filled with 
hydrocarbons, not only the oxygen that is transferred, reacts. 

NEMCA effect (“Nonfaradaic Electrochemical Modification of 
Catalytic Activity”51) relies on a hindered surface reaction as a 
consequence of which the applied potential is translated into a 
concentration polarization, as reflected by the enrichment of a not 
fully oxidized oxygen species (e.g., O– or O2– ) at the interface.51–53 

 

 
Figure 8. Proton conductors enable hydrogenating or dehydrogenating hydrocarbons 
without direct contact with H2 gas.49,50  Reprinted from H. Iwahara. Solid State 

For this species, redistribution equilibrium may be assumed that  
 

 

and oxygen ion conductors are key materials and may become
proton conductors. In this context, the high temperature proton

ingredients of a future hydrogen technology.

The anode itself can act catalytically. It seems that this so-called 

Ionics, 77 (1995) 289–298. Copyright © 1995 with permission from Elsevier. 
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Let us return to the pure mass transfer function and consider 
Figure 9. Instead of electrically driving a mass flow through a solid 
electrolyte, a pumping can also be achieved in a short-circuiting 
mode by applying an oxygen potential gradient (permeation) 
(Figure 9a). As above, this permeation can, owing to the selectivity 
of the solid, be used to filter out oxygen and to prepare highly 
purified gases. The short-circuiting electronic connection need not 
be an outer wire, it can also be internalized as in composites of 
negatively doped ZrO2 and metals (“dual phases”; see Figure 9c). 
(Another possibility is to make use of the different conduction 
pathways within a given phase (Figure 9d); in slightly negatively 
doped CeO2, e.g., grain boundaries can be n-conducting while the 
bulk is ionically conducting.54,55) More elegantly the filtering 
function is achieved by using a mixed conductor in which nonzero 
ionic and electronic conductivities are locally established (see 
Figure 9b). 

While in the case of a solid electrolyte through which a current 
is electrically driven, the ionic conductivity alone is decisive, in the 
cases considered in Figures 9b–9c a neutral internal mass flux 

O2
P , a 

 
Figure 9. Four modes of spontaneous oxygen permeation: (a) in a short-circuited 
electrochemical cell; (b) through a mixed conducting single phase, (c) through a 
composite phase mixture comprising an ionic and an electronic conductor, and  
(d) through an ionic (electronic) conductor the grain boundaries of which are 
predominantly electronically (ionically) conducting. 
 

occurs from the side of the higher to the side of lower 

 

manifests itself in a spill-over to the electrode surface where it

function. The attraction of this effect lies in the vision to tune  
selectivity by the applied voltage. 

acts catalytically, in a direct or indirect way via a modified work
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process, for which both the electronic and ionic conductivities are 
important. Let us consider an O2–-conductor with some degree of 
electronic conductivity (Figure 9d). 

56) it 
follows immediately that given an oxygen potential difference 

Oµ∆  between the lhs ( Oµ ) and the right-hand side, an oxygen flux 
which is of the form 

O
O Oj

x
δ µ

σ
∂

∝ −
∂

 (33) 

occurs where O eon ion= /δσ σ σ σ . In the steady-state Oj  is position-
ally constant and 

O O

O O O

O

d .j δ

µ

µ µ

σ µ
+ ∆

∝ −∫  (34) 

If we switch from a situation with uniform chemical potential 
( O = 0µ∆ ) to a situation in which on one side a different but 
constant O

2
P  is established, a transient occurs during which the 

homogeneous stoichiometry profile changes to an approximately 
linear profile (see chemical polarization, see Appendix 3). As long 
as the electrode reactions are fast, the emf measured at such a 
sample is always determined by the invariant boundary values of 
the oxygen potential ( O O O,µ µ µ+ ∆ ) but, owing to the internal 
virtually neutral short-circuit, lower than the Nernst-value. The 
result is, instead of Eq. (20),56,57 now 

R
ion O ion

2
L

= d = ln .
4 4

PRT RT
E t t

F F P
µ 〈 〉∫  (35) 

The proof is simple. As in the case of a pure ion conductor the 
ionic current is given by ion 2 2O O

= /2i Fσ µ− −∇ . However, unlike 
the case of a pure ion conductor, the gradient 2Oµ −∇  does not dis-
appear, since ion eon= 0i i− ≠ . By splitting  it into 1

O2 e2 − , 
and replacing iion by 

e e
/ ,Fσ µ− −− ∇  

2
O

e O
22

O e

σ
µ µσ σ

−

− −
∇ ∝ ∇+  (36) 

is obtained, which, upon integration, yields Eq. (35). 
Sr-doped La-manganates, cobaltates, nickelates, and ferrates 

are typical examples of such mixed conducting oxides. In fact, 

From the theory of ambipolar conduction (see, e.g., Ref.

∇µ + 2∇µ



Solid State Electrochemistry II: Devices and Techniques 27 

eon  
prevails in all cases—i.e., E = 0 according to Eq. (35). As a 
consequence, ionσ  is the determining part for the steady-state 
permeation flux (note that eon ion ion= /δσ σ σ σ σ ) (see Section 
II.3.iii.D). In the case of these mixed conducting membranes the 
presence of electrodes is not necessary. (In fact they are also 
typically good catalysts for the surface reaction.) While this is an 
advantage over electrolytic permeation cells, the latter have the 
benefit of allowing for an elegant flux control. 

Both the flux equation (Eq. (34)) as well as the voltage 
equation (Eq. (35)) are more complicated if the ions can change 
their valence states. As shown in Ref.3,58,59 the transport parameters 
then have to refer to “conservative ensembles”; in particular in Eq. 
(35), instead of tion, now t{ion} appears. If we take the example of a 
copper conductor with a Cu2+ and a Cu+ mobility, between which 
electronic equilibrium is established, the ratio between E and the 
Nernst-value is then 

 2Cu Cu
{ion}

2Cu Cu e

2
= .t

σ σ

σ σ σ
+ +

+ + −

+

+ +
 (37) 

The factor of two in the numerator, leads to a value different from 
one, even if 

e
= 0σ − , which reflects the fact that a counter 

diffusion between Cu2+ and 2Cu+ can occur leading to an effective 
transport of electrons. The fact that t{ion} is greater than one, may 
appear puzzling but it is simply caused by the purposeful use of  
a charge number of 2 in Eq. (35). While these examples are 
academic in view of the prevailing electronic conductivity, valence 
changes have been shown to play a direct role for the emf in proton 
conductors.60 In the general case—even if the ionic conduction 
predominates—a variety of species may contribute, allowing 
permeation of not only H, O but also H2O (the simultaneous 
conductivity of O2–and H+), as already addressed in the context of 
sensors. 

For the derivation of the emf of a solid that conducts  
H+, O2–, and e–, one has to consider the coupling  
relations HOH H2O=µ µ µ− +∇ ∇ −∇ ; 1

H2H e2
=

'
µ µ µ+∇ ∇ −∇ ; 

HH H23
OO

=µ µ µ+ +∇ ∇ +∇ , 1
2 O2O e2

= 2µ µ µ− −∇ ∇ + ∇  and the flux 

equations k

kk kz Fi = σ µ− ∇ . To demonstrate the procedure, let us 
consider a slightly simplified case for which 2H O O3

= = 0σ σ+ − . 

despite the high ionic conductivities of the latter ones, σ
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Because of k kiΣ

e OHH

H e OH
= 0F F F

σ σσ
µ µ µ− −+

+ − −∇ − ∇ − ∇ . Using the coupling 

conditions between OH–, H2O, and e–, and between H+, H2, and e–, 
this can be rewritten as 

OH H OH e H OH
H H O e2 2

OH e H OH
H O2 2

= 0
2

= .
2

F F F

F F

σ σ σ σ σ σ
µ µ µ

σ σ σ σ
µ µ

− + − − + −

−

− − + −

+ + +
∇ − ∇ − ∇

+ +
∇ − ∇ −

 (38) 

A similar but slightly more complicated equation results if we also 

H O3
⋅  and 2O

σ − . The result is: 

 

2 OO OH H O 23

HH H O 23

2 OO H OH H O 23

H OH OH H O 23

= 2 2 ln
4

ln
2

= ln
4

ln .
2

RTE t t t P
F

RT t t t P
F

RT t t t t P
F

RT t t t P
F

− − +

+ +

− + − +

+ − +

⎡ ⎤+ − ∆ +⎢ ⎥⎣ ⎦
⎡ ⎤− − + ∆⎢ ⎥⎣ ⎦
⎡ ⎤+ + + ∆ +⎢ ⎥⎣ ⎦
⎡ ⎤− − + ∆⎢ ⎥⎣ ⎦

 (39) 

60 ) It 
is important to realize that the species OH–, H3O+, H+, and O  
appear differently in the emf equation, expressing the fact that it 
matters how much oxygen and hydrogen is transferred by the 
species under consideration. 

So far we dealt essentially with the permeation flux through 
the solid, but the storage itself is also important; in other terms, not 
only the chemical resistance is of significance ( 1/Rδ δσ∝ ) for 

applications, but also the chemical capacitance nCδ

µ
⎛ ⎞∂

∝⎜ ⎟∂⎝ ⎠
 of 

solids is a relevant parameter.15,61 In the context of permeation 
membranes, the chemical capacitance is of course a significant 

this storage can be achieved chemically (change of O2
µ  in the 

= 0,  it is  valid that 

Equation (39), derived here in a straightforward way, has been 

OH−

2–

quantity as regards the transient processes (“time lag”). Generally 

when we considered bulk conductivity sensors (response time).
An example of the second kind are intercalation batteries 

ambient) or electrochemically (electrochemical titration). An
example of the first kind was discussed in previous section,

allow for nonzero values of σ

discussed in detail by Norby and Kofstad (see, e.g., Ref.
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(charge/discharge rates) which are to be considered in the up-
coming section. Besides the energy storage aspect, such stoichio-
metry changes in mixed conductors can be used to alter other 
properties such as optical absorption. Reversible electrochemical 
variation of the oxygen content in e.g., tungsten bronzes by 
dissolving or ex-solving O, H, or Li leads to color changes that 
may be used to condition windows or mirrors in situ.62 

3. Electrochemical Energy Storage and Conversion Devices 

In the following we adopt the usual distinction between devices 
that convert chemical in electrical energy but cannot be electrically 
charged again (primary batteries), “metabolistic” cells in which 
active masses are continually supplied and removed by gas flow 
(fuel cells) and cells that can be recharged electrically (secondary 
batteries). In all these cases great technological advances have been 
made and there exists a rich literature on these topics. 

There is a considerable interest in such systems,63–66 especially 
since they represent a means of locally supplying electrical energy, 
necessary for, e.g., household appliances, telephones, clocks, lap-
tops, or electrical vehicles. 

The chemical storage of electrical energy is also essential for 
meeting peak power demands. Figure 10 gives an overview of 
mass specific energy and power densities as parameters for some 
relevant storage systems. We will only exemplarily discuss a few 
selected examples that reveal the solid state electrochemical 
background. In realistic battery systems at least one phase is a solid 
material. Even though solid–liquid interfaces provide lower contact 
resistances, there is still a strong driving force for using all-solid 
state cells (and hence for replacing liquid electrolytes by solid 
electrolytes .)  Solid electrolytes have the advantage of allowing for 
a better handling and miniaturization due to the higher mechanical 
and thermal strengths as well as for a far-reaching avoidance of 
side-reactions because of a high transport selectivity. Typically 
solid electrolytes require higher temperatures; this is not 
necessarily a trade-off, in many cases the high thermal stability (in 
contrast to liquid electrolytes) can be an inestimable advantage, for 
electrode reactions can be exploited that would not be reversible 
within the stability range of liquid electrolytes. 
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Figure 10. Power densities and energy densities for a variety of electrochemical 
energy conversion devices. The question of how much and how rapidly energy per 
unit mass can be “called up” is decisive for electrochemical applications.65 
Reprinted from M. Winter, J.O. Besenhard, M.E. Spahr, P. Novák, Adv. Mater., 10 

GmbH. 
 

(i) Fuel Cells 

Apart from the simplicity and the elegancy of the concept which 
enables a local energy conversion, it is the high efficiency of a 
direct transformation of chemical to electrical energy, which 
constitutes a large part of the fascination of galvanic elements in 
general and of fuel cells in particular. The reason for the high 
theoretical efficiency is the avoidance of thermal processes.67 It is 
useful to compare the following cells: 

2 2Cell a = H | O  (40a) 
 

2
2 2Cell b = H | (O ,e ) | O− −  (40b) 

 

(1998), 725–763. Copyright © 1998 with permission from Wiley-VCH Verlag 

Let us begin with fuel cells. 
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Cell a brings H2 and O2 into direct contact (cell a), then (under 
kinetically favorable conditions) water is formed and the stored 

r
H2 and O2 come into contact via permeation through a mixed 
conductor (O2–, e–) (see Figure 9). In both cases a heat engine may 
be used to convert the enthalpy of reaction into mechanical energy 
and a dynamo to convert the mechanical energy into electrical 
energy. Assuming, in order to estimate the limits, the latter process 
to be loss-free, not more than a fraction wc (≡  Carnot efficiency) 
of the chemical energy can be transformed into electrical energy 
(reversible limit)68 

 2 1
C

2

electrical energy= = ,
r

T Tw w
H T

−
≤

∆
 (41) 

(T2 and T1 are the operation temperatures of the Carnot process). 
Typical values for a steam engine are T2 = 583K (boiling point of 
water at 100 bar) and T1 = 313 K, then wc = 46%; real values are 
markedly less. If, however, a pure oxygen ion conductor separates 
H2 and O2 as in cell c, the electrons flow through the external leads, 
what allows for a direct transformation of the chemical energy into 
electrical energy. The maximum possible efficiency of this 
electrochemical process is given by gw  for which 

 r r r
g

r r r

T
= = 1 = 1

| |
G T S S

w w
H H H

∆
≤ − +

∆
D D
D D

 (42) 

r r( < 0, < 0)G HD D . In the case of reactions with positive reaction 
entropy, wg can obviously be greater than 100%70 as also seen from 
Table 3 which lists the wg  values of some fuel reactions. For water 
formation from H2 and O2 wg is about 80% at elevated temperatures. 

Besides the high theoretical efficiency there are also other 
aspects which make fuel cells attractive: they are environmentally 
benign as regards pollutant output and noise level, they possess  
a high flexibility with regard to size and siting and offer the 
possibility of locally cogenerating electrical power and heat. They 
hence have the potential to be key elements of a decentralized 
energy household. 
 

2
2 2Cell c = H | (O ) | O−  (40c) 

chemical enthalpy released (∆ H ). This is similar in cell b in which 
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There are, however, a variety of reasons why fuel cells are not 
yet established and well-developed constituents of our environ-
ment; these are in particular, the losses caused by current flow, 
materials problems reflected by deficiencies in chemical, electrical 
or mechanical strength, as well as additional specific reasons that 

g

resistance (the related overvoltage can be considered to be ohmic), 
the electrode over-potential (in the case of a transfer over-potential, 

and the diffusion over-potential essentially caused by inhibition of 
gas transport (this over-voltage typically increases asymptotically 
with the current and acts current-limiting). (For conceptual details 
see Ref.72) 

practice (Figure 11) are voltage losses due to the electrolyte 

it typically increases under-proportionally with increasing current), 

contribute to the cost of cells, generator and balance-of-plant. 

Here we are not discussing fuel cells that are based on liquid 
electrolytes (molten salts, phosphoric acid, aqueous potassium 

exchange membranes with liquid-like transport (see Table 4 for a 
brief overview). Our focus is on high temperature ceramic fuel 
cells exploiting the benefit of thermally stable solids, viz. to 

natural gas or CO are sufficiently fast. As a consequence of a lower 
conductivity of solid matter, the contribution of the electrolyte 
resistance to the overall losses is significant. If H2 is used, the 
electrode reaction resistances essentially stem from the cathode 
where oxygen is reduced, whereas the anode gains increasing 
importance if natural gases are used. Before we discuss the main 
functional parts of a solid oxide fuel cell (SOFC) in more detail, let 
us have a brief look at polymer fuel cells. 

The most important losses that lead to w  not being reached in

hydroxide) and only touch upon fuel cells that are based on ion 

operate at temperatures at which electrode reactions even with 
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Figure 11. Cathode events in an SOFC fuel cell (schematic). (As regards the free 
enthalpy profile (1) the configuration effect is included in the free enthalpy in the case 
of gas diffusion (1), while otherwise the nonconfigurational value (2, 3) is shown.71) 
For the purpose of a simple presentation, it is assumed that the oxygen is completely 
ionized when it enters the electrolyte. Cf. text for a more specific discussion.71 
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While high-temperature fuel cells are promising for localized 
power stations and for coupling with gas turbines, medium- or low-
temperature fuel cells are the better candidates for nonstationary 

these cases, polymer fuel cells are the candidates of choice (see 
Figure 12), and have already proved themselves in submarines and 
space vehicles. The standard electrolyte is Nafion.74,75 Nafion 
consists of a perfluorinated hydrocarbon backbone with a high 
density of ether side chains terminated by sulfonic acid groups (see 
Figure 12). As a consequence of polar and nonpolar interaction, 
channels are formed which connect the acid groups and can be 
filled with water. On contact with the water in these channels, the 
protons of the acid groups are dissociated away. The proton 
transport in such an “acid sponge” is fluid-like with the important 
aspect that—since the counter ions are fixed at the interface—the 
protons move in the space charge zones (ion-exchange membrane 
electrolyte). The average diameter of these channels is typically 
smaller than the Debye-length, a fact that contributes towards  
a rather homogeneous transport.76 Methanol–air fuel cells are 
promising energy providers of high capacity, suitable for local 
applications ranging from laptops to cars. A major driving force for 
electro-traction consists in the substitution of the liquid gasoline by 
another liquid phase (Figure 12). While chemically transforming 
the fuel into H2 with the help of a reformer is state of the art, the 
direct electrochemical fuel conversion is much more demanding. 

The disadvantages of present PEM cells lies not only in the 
electrolyte, in particular in its nontrivial preparation (cf. costs, 
environmental impact of fluorination), the necessary water 
management (water is not only necessary as a solvent, it is 
evaporating and dragged through the membrane), the solubility, 
and permeability of polar compounds such as H2O or CH3OH, but 
also in the fact that Pt-electrodes are required (which not only 
makes the cell more expensive but also leads to the problem of CO 
poisoning if reformed H2 is used). World-wide there is intensive 
research on modifications and alternatives, such as polymers based 
on polyether-ketones (s. e.g., Ref.77,78). An interesting route 
consists in achieving proton transport via heterocycles or 
phosphonic acids and hence with proton donor–acceptor functions 
built in the organic matrix (see Figure 12).79 

 
 
 
 

small-scale applications, as desired, e.g., for electrotraction. In 
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As much as the low temperature performance is an 
engineering advantage, the fact that an operation temperature of 
~80°C cannot be exceeded for stability reasons can—as already 
mentioned—also be a kinetic disadvantage, in particular as regards 

+ + +

backbone to which sulfonic acid groups are covalently bonded. 
The protons are dissociated away in contact with the water in the 
internal channels. Center: A covalent bonding of proton donor–
acceptor molecules and a sufficiently dense stacking leads to a 
solvent free proton transport. Bottom: In the “soggy sand 
electrolytes” anions are absorbed at the surfaces of the insulating 
matrix (e.g., SiO2). The respective cations (e.g., Li+) are free while 
far away from the matrix essentially associated in form of ions 
pairs if the solvent is a weak dielectric. 

Figure 12. Three examples of complex,  H  or M  (e.g., Li )
 conducting electrolytes. Top: Nafion consists of an organic 
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consumption of natural gas, methanol, or even CO. In such cases 
high temperature fuel cells appear to be the better choice. 

The latter devices are fuel cells that consist of ceramic 
components which have to fulfill extremely demanding criteria 
with regard to thermal, mechanical, chemical, and electrical 
properties. Just consider the electrolyte: It does not only have to be 
thermally stable but also has to be mechanically and chemically 
compatible with the electrodes. It does not only have to be 

stability). Owing to the high mobilities of the electronic carriers 
and the comparatively steep power law dependencies of their 
concentrations (see Part I), this requires an extremely high ratio of 
ionic versus electronic disorder at the reference point of p–n 
minimum (cf. Part I).2 

In order not to be lost in engineering complexity, and to 
remain within the scope of the text we will consider only a few 
prototype materials and discuss them in the context of problems of 
principal interest. At present the standard SOFC works at 850–
1000°C and is based on Y2O3-doped ZrO2 (YSZ) as electrolyte, 
SrO-doped LaMnO3 (LSM) as cathode, and a two phase mixture of 
Ni and YSZ as anode. Before we deal with the electrodes, let us 
consider first the zirconia electrolyte and then have a look at 
alternative electrolyte materials. 

2

Even though the dopant concentration in zirconia is typically 
greater than 10% and far too high for assuming ideal defect 
chemical conditions, the zirconia example is well suited to show 
the power of homogeneous doping for materials engineering. The 
excess charges generated by doping with several percent of  
a lower-valent metal oxide (Y2O3, Sc2O3, CaO, etc.) are 
essentially compensated by oxygen vacancies, the high vacancy 
concentration leading to an ionic conductivity of ≈0.1S cm–1 at 
1000°C for a Y2O3 content of 8 mol%.80,81 As shown in Part I, 
the introduction of lower-valent cations on Zr-sites leads to an 
increase of O[ ]∨  and [h ]⋅  while [e ] is depressed. Owing to the 
defect-chemical energetics the electronic concentrations and the 
resulting absolute changes in the electronic concentrations are 
small compared to O[ ]∨ . 

to maintain electrolyte properties within that window (redox 
chemically stable over a very wide redox window but also has

'

a Large Electrolytic Domain 
(A ) Stabilized ZrO : The Standard SOFC Electrolyte with
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These high ionic defect concentrations also structurally 
stabilize the high temperature cubic phase, what explains the term 
“yttria stabilized zirconia” (YSZ) which is commonly used for 
these compositions. Lower doping levels (e.g., 2–3 mol% Y2O3) 
lead to a tetragonal phase being characterized by an improved 
fracture toughness and strength, but exhibiting lower ionic 
conductivities under fuel cell conditions.82,83 The requirement of  
a sufficiently large electrolytic domain (see Figure 13), i.e., 
negligible electronic conductivity in the entire partial pressure 
range a solid oxide fuel cells80,83 is exposed to, presupposes a high 
redox-stability, that is a comparatively high free energy necessary 
for introducing electronic defects (low mass action constants for 
oxygen incorporation reaction and electron–hole formation). The 
mass action constants and mobilities for 9.5 mol% ZrO2 as re-
analyzed by a recent treatment,84 are given in Table 5 and the 
conductivity versus O2

P  isotherms for 800–1000°C in Figure 13. 
In view of the large dopant concentration it may appear sur-

prising that the O2
P  dependencies of O[ ]∨ , [h ]⋅ ,  (see Figure 

13) behave ideally. The reason is that the activity coefficient 
mainly depends on the dopant and temperature and will not be 
affected by minor changes in the redox-chemistry. Hence  the O2

P  

Figure 13. Ionic and electronic (n-type and p-type) conductivities for ZrO2 
2 3

typical partial pressure range (lhs cathode, rhs anode) of an SOFC, it is obvious that 
the voltage is unaffected by electronic contributions (v: vacancy). 
 

[e ]'

dependencies are indeed expected to be ideal while severe 

stabilized with 9.5 m/ o Y O  according to Table 4. As the window comprises the 



Solid State Electrochemistry II: Devices and Techniques 45

differences occur in the absolute values (when different doping 

The latter is directly evident from the conductivity-level versus 
doping-level curves isotherms which exhibit maxima at dopant 
concentrations of around 10 mol% (Figure 14) and obviously 
depend on the nature of the dopant ion.81,82,85,86 

relaxation phenomena. As a consequence, the local binding 
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can be understood in terms of interactions, ordering, and lattice 
This dependence on the dopants (at constant effective charge)

 
Figure 14. Conductivities of various ZrO2–M2O3 systems at 
800°C.85 Reprinted from T. Takahashi, in: Physics of Electro-
lytes. Thermodynamics and Electrode Processes in Solid State 
Electrolytes, J. Hladik (ed.), Academic Press, London, Vol. 2, 
980–1052, Copyright © 1972 with permission from Elsevier. 

( C: concentration of major dopant). 
contents are compared) as well as in the T and C dependencies 
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dopant.87–89 The highest conductivity maximum (ca. 0.3 S cm–1 at 
1000°C),90,91 is achieved by doping with Sc3+ which is probably 
connected to the fact that its ionic radius is almost that of Zr4+. 
Despite the higher conductivity of Sc-doped zirconia the cheaper 
Y2O3 dopant is usually used in SOFCs. 

An often debated issue is the stationarity of the ionic 
conductivity which also addresses the question of the stationarity 
of the dopants’ distribution.91–93 A variety of different, partly 
contradicting reports in this respect have been given; recent studies 
indicate relaxation phenomena to be rather small for ca. 10% Sc 
doping.92,93 

The cation conductivity is very small which on one hand leads 
to the high preparation temperatures but on the other to the 
favorable defect chemical stability as well as to negligible kinetic 
de-mixing under fuel cell performance.94 

In view of the trend to reduce the operation temperature of  
fuel cells and in view of the highly thermally activated (ca. 0.8 eV 
at 800…1000°C80,91) conductivity, the electrolyte conductivity 
becomes an increasing problem. In particular the influence of grain 
boundaries deserves more attention at lower temperatures. 
Amongst the factors influencing the grain boundary resistance of 
zirconia95–105 (and ceria104, 106–109) are: (i) the existence of resistive 
grain boundary phases, (ii) the existence of space charge depletion 
layers, and (iii) the occurrence of current constriction due to lateral 
inhomogeneities of the grain contacts. For a more detailed 
treatment see Ref.110,111 

Figure 15 displays an impedance spectrum of 10 mol% Y-
doped ZrO2 revealing the significant grain boundary influence at 
reduced temperatures. The substantial grain boundary resistance 
has been analyzed in terms of the three reasons just mentioned.111 
As shown in Part I, grain boundaries are not necessarily highly 
resistive but can also constitute fast transport paths.112–114 In spite 
of singular reports on enhanced conductivity along grain 
boundaries in YSZ for fast oxygen ion conductors such highly 
conductive grain boundaries have not been unambiguously 
identified as pathways of high ionic conduction in these materials. 
(As far as the carrier concentration is concerned, an enhanced 
conductivity is not expected in view of the high disorder.) 

The simplest way to enhance the overall conductance is to 
decrease the electrolyte thickness, and there are many attempts to 
employ zirconia films of a few mµ  or even thinner ones. This 

energies of the defect as well as the effective vacancy mobility 
depend on the polarizability, size, and concentration of the 
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Figure 15. Impedance spectrum of 10 mol% Y2O3-doped zirconia according to 
Ref.96 The rhs semicircle represents the grain boundary impedance. Reprinted from 

 
approach is limited by the effective electrolyte resistance being 
dependent on the contact geometry at the electrode/electrolyte 
interfaces. Since current constriction occurs at the electro-
chemically active sites (e.g., three phase boundaries),115–117 a 
thickness reduction does not significantly pay off in terms of 
resistance, if the constriction effects begin to dominate the 
electrolyte resistance. Hence it may be concluded that cells based 
on zirconia electrolytes require temperatures higher than ca. 
700°C,93 and intermediate temperature SOFCs (500–600°C) 
require other electrolyte materials such as CeO2. 

(B) 2

2

S cm–1 at 1000°C and exceeds that of zirconia (of 10.1S cmσ −≈  in 
YSZ); this difference is even greater at lower temperatures 
( 2 12.5 10 S cm− −× 106

2
3 13 10 S cm− −×  for YSZ81 

at 600°C) owing to the lower activation energy (ca. 0.65 eV106,118). 
The discussion of the impact of the dopants and of defect–defect 

CeO : A Mixed Conductor as SOFC Electrolyte 

The ionic conductivity of CeO  doped with 10% Gd amounts to 0.25 

 for CeO  versus ca. 

 

S.P.S. Badwal, Solid State Ionics 76 (1995), 67–80. Copyright © 1995 with permission 
from Elsevier. 
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interaction is rather analogous to the previous chapter. Also here 
the influence of defect interactions results in a maximum in the 
conductivity-dopant concentration relation.106 Also here, the defect 
interactions, ordering effects and cluster energies strongly vary 
with the nature of the dopant ion.106,119,120 

The major disadvantage of ceria is the perceptible electronic 
conductivity occurring at low oxygen partial pressures121 (Figure 
16), corresponding to the comparatively easy reducibility of Ce4+ 
to Ce3+. As displayed by Figure 16, CeO2, unlike ZrO2, becomes 
n-conducting at the cathode side. Within a fuel cell there still is an 
extended region distant from the cathode that truly behaves as a pure 
electrolyte. Accordingly the employment as a solid electrolyte is 
not impossible. However, owing to the mixed conduction region at 
the cathode side, there are losses to be envisaged during performance. 

The effect of this electronic conduction on the electrochemical 
performance of a fuel cell has been studied in Ref.122–125 Based on the 
current-equations given in Part I,2 Riess122 derived the following 
approximation for the power output close to the maximum value: 

Figure 16. Oxygen partial pressure dependence of the electrical conductivity of 
doped CeO2. The steep decrease is due to excess electrons, the flat behavior to 
oxygen vacancies. If we refer to typical oxygen partial pressures in an SOFC, viz. to 
10–22 bar at the cathode and 0.2 bar at the anode, we see that the conductivity 
changes from ionic into n-type within a high temperature CeO2 based fuel cell. 
Reprinted from M. Gödickemeier and L.J. Gauckler, J. Electrochem. Soc. 145 
(1998) 414–421. Copyright © 1998 with permission from The Electrochemical 
Society, Inc. 
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(Eq. (43) assumes red
ion ion/ , ( = 0), /E RT zF E U I t σ σ≡ ≡  at the 

reducing side.) If the fuel cell is operated close to maximum power 
CeO2

600°C). The calculation shows that at high temperatures 
requirements for efficiency and power output shrink the range of 
operation to a rather limited window. Attempts to reduce the 
electronic conductivity by adding small amounts of redox-active 
impurities that should trap off electronic carriers are doomed to fail 
in ideal defect chemical equilibrium. Since the electrons are 
minority carriers, their concentration is fully determined by O2

P , T 
and major dopant concentration. Additions of redox-active impurities 
which are negligible in the electroneutrality condition cannot 
change the electron concentration. Rather the ratio of the redox-
state of the dopant will adjust to the fixed electron concentration. 
(Only at high concentration the electron concentration may be 
changed, or even the overall electronic mobility may be varied by 
the formation of an impurity band.126) 

Owing to the activation energy, at intermediate temperatures 
the electrolytic domain increases and at e.g., 500°C the electronic 
conductivity plays only a minor role. In view of the ionic 
conductivity being still high enough at these temperatures, ceria 
appears to be an appropriate electrolyte for intermediate temp-
erature fuel cells. Further information on the properties of ceria and 
its use in SOFCs can be found in Ref.106,120 

(C) LaGaO3 and the Search for Alternative Electrolytes 

As already stated, the strategies to optimize ceramic fuel cells are 
essentially materials search strategies. 

In view of the long-time operation we have to rely on thermo-
dynamically stable structures and compounds, or on pronouncedly 
metastable situations. Under such conditions, given the nature of 
the constituents, the relevant control parameters are temperature T, 
component potentials or partial pressures (P), and doping content 
(C). For given operation conditions, T and P are fixed leaving the 
nature of the major chemical elements and the concentrations of 
dopants (C) as the only variable parameters. (In multinary oxides 
usually not all sublattices are mobile, with the consequence of 
having the additional freedom to varying the fine composition 

conditions, losses are tolerable in the case of  (typically 

ion
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(typically the A/B ratio in AxByO) by the processing or preparation 
temperature; this we subsume here under doping effects.). 

We have shown in Part I that in addition to this homogeneous 
doping (tuning of the charge carrier concentrations by introducing 
aliovalent impurities), there is also the tool of heterogeneous 
doping.127 This partly related technique affects transport proper-
ties by introducing metastable structure elements, but now of 
higher dimensionality. Conductivity variations are restricted to the 
neighborhood of the higher-dimensional defects and require 
percolation in order to become perceptible on a macroscopic level. 
Employing nanocrystalline solids or composites may be a sensible 

to maintain morphologic stability, another the lesser significance of 
the typically low activated boundary effects at high temperatures. 

In summary: (i) the most important step is searching for 
sufficiently stable, mechanically strong, and electrochemically rele-
vant SOFC compounds and structures, such as oxides in the 
fluorite, perovskite, pyrochlore, or brownmillerite structures as regards 
the electrolyte materials; (ii) the most important tool to optimize the 
electrical properties is then homogeneous doping (which includes 
all compositional variations within the stability range of the struc-
ture amongst which the introduction of aliovalent substantial effects 
is the most relevant), such as introducing lower-valent cations into 
MO2 fluorites, which leads to a substantial oxygen conductivity 
via oxygen vacancies. The introduction of additional elements into 
the structure has its limits, not only because of internal inter-
actions, but in particular also as chemical stabilities are expected to 
suffer because of the increased number of thermodynamic and 
kinetic reaction pathways. Thus, unsurprisingly, attempts to look 
for alternative electrolytes for SOFC have not been very successful. 

One of the exceptions was the discovery of high ionic 
conductivity in appropriately doped LaGaO3.128,129 As in the other 
oxide ion conductors, its ionic conductivity depends on both the 
dopant level as well as on the nature of the dopant. A major 
difference to ceria and zirconia is the presence of two cations that 
can be substituted; the detailed defect chemistry of such solid 
solutions is far from being fully understood. Co-doping of Sr on 
A sites and Mg on B-sites leads to an ionic conductivity of ca. 
0.12– –0.17 S cm–1 at 800°C,130–133 which is similar to doped ceria 
but considerably exceeds the value of YSZ (ca. 0.03 S cm–1 at 
800°C80,81). The activation energy also varies with composition and 
can be as low as ca. 0.6 eV.130,131 At about 600–700°C, the 

strategy for medium or room temperature applications, but probably 
not so much for high temperature fuel cells. One reason is the difficulty 
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conductivity of LaGaO3 is still sufficiently high for being used in 
fuel cells. Below ca. 600°C, however, the observed increase in the 
activation energy makes Sr/Mg-doped LaGaO3 inferior to doped 
ceria as far as ionσ  is concerned.131,132 As regards the electronic 
conductivity, Sr/Mg-doped lanthanum gallate exhibits—like YSZ—
a sufficiently large electrolytic domain to guarantee an over-
whelming ion conductivity under all O2

P  values of interest. 
The most critical point with respect to the use of LaGaO3 in

 

fuel cells has been reported to be its chemical stability. This 
concerns volatilization of gallium oxide during sintering134,135; 
phase separation after heating at 1000°C,136 and chemical reaction 
during cofiring with typical electrode materials.137 Nonetheless, 
recent reports on SOFCs based on LaGaO3 are rather promising.138 

(D) Electrodes for Solid Oxide Fuel Cells 

The requirements that electrodes have to meet are different from 
the previous ones. Like the electrolyte, they have to be chemically 
and thermodynamically compatible with the neighboring phase, are 
however—unlike the electrolyte—not subject to substantial chemical 
potential gradients. Besides exhibiting high electronic conductivi-
ties, they must catalyze the electrode reaction, i.e., enable adsorption, 
dissociation, ionization, and charge transfer into the electrolyte to 
occur with sufficient reaction rates. 

Mixed conductors are typically well-suited for such purposes, 
they provide the electronic carriers necessary for the connection 
with the outer circuit as well as for the redox-reaction; they also 
provide mobile ionic defects that represent acid–base active centers, 
and enable mass transport. 

Materials of interest are negatively (typically Sr) doped 
perovskites based on lanthanum manganate, cobaltate, or ferrate. 
Recently Ba0.5Sr0.5Co0.8Fe0.2O3-δ has been proposed as a very 
promising composition.139 Here we will largely focus on the 
standard material LSM (Sr-doped LaMnO3). 

Figure 17 shows different mechanistic pathways for the oxygen 
reduction at the LSM cathode on YSZ electrolyte. The adsorbed, 
partially fully ionized oxygen may move along the surface to the 
three phase boundary where it is transformed into the electrolyte. 
(In principle it may also reach this place directly via the gas phase.) 
The oxygen may also reach the electrolyte by diffusion through the 
LSM bulk via a counter motion of O2–and 2e–. Note that LSM 
sandwiched between Pt (serving as a reversible electrode) and YSZ 
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Figure 17. Transport pathways for oxygen reduction at a fuel cell cathode.110 
Reprinted from J. Fleig, K.D. Kreuer and J. Maier, in: Handbook of Advanced 
Ceramics. Volume II: Processing and Their Applications. S. Sōmiya, F. Aldinger, 
N. Claussen, R. M. Spriggs, K. Uchino, K. Koumoto and M. Kaneno (eds.), Elsevier 
Academic Press (2003) p. 59. Copyright © 2003 with permission from Elsevier. 
 
(blocking the electron transport) constitutes a Wagner–Hebb 

stationary electrochemical polarization is established with σeon 
being suppressed and σion being the relevant transport coefficient. 
Only in the transients the ambipolar conductivity δσ  is of 
significance as it enters the chemical diffusion coefficient. 
Nonetheless, because eon ionσ σ  the ionic conductivity is always 
the decisive conductivity parameter (as long as σeon is dominant) as 

 (44) 

Figure 18 shows a simplified Kröger–Vink diagram for typical 
oxidic cathode materials (LSM, LSF, LSC, i.e., Sr-doped  
La-manganates, ferrates, cobaltates) the high  regions being 

Figure 18. Kröger–Vink diagrams of a Schottky disordered negatively doped oxide 
(trivalent cations assumed). The ordinate refers to a logarithmic concentration axis, 
the abscissa to a logarithmic partial pressure axis.110 Reprinted from J. Fleig, K.D. 
Kreuer and J. Maier, in: Handbook of Advanced Ceramics. Volume II: Processing 
and Their Applications, S. Sōmiya, F. Aldinger, N. Claussen, R. M. Spriggs, K. 
Uchino, K. Koumoto and M. Kaneno (eds.), Elsevier Academic Press (2003) p. 59. 
Copyright © 2003 with permission from Elsevier. 

polarization cell (see Section III.3), in the steady state of which a 
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relevant and corresponding to high hole, anion, and cation vacancy 
concentrations of these materials (to be even more precise the 
different valencies of metal vacancies have to be taken into account). 
Figure 19 displays the ionic conductivity of these perovskites, 
suggesting that the bulk path of the oxygen incorporation scheme 
in Figure 17 becomes more favorable as we go from LSM to LSF 
and to LSC. SIMS studies showed the relevance of the three phase 
boundary if LSM is used under fuel cell conditions.145 These 
measurements do not rule out that incorporation takes place 
according to the bulk path, provided it occurs close to the three 
phase contacts; the measurement also does not allow one to draw 
detailed conclusions about the mechanism under modified 
conditions (e.g., modified geometries). In Ref.146 a detailed 
mechanistic study that enabled a far-reaching exploration of the 
relative rates of the three possibilities and the nature of the rate 
determining steps was conducted. There, simply the circumference 
and height of circular grain/LSM electrodes have been varied and 
the variation of the polarization resistance has been studied. The 

Figure 19. Oxygen ion conductivity of mixed conducting perovskites (LSC: ( ) 
La0.5Sr0.5CoO3-δ (polycrystal, pO2 = 1 bar, from D∗);140 ( ) La0.3Sr0.7CoO3-δ (polycrystal, 
pO2 = 0.21 bar, from D∗),141 LSF: La0.75Sr0.25FeO3-δ (single crystal, pO2 = 0.065 bar, from 
D∗),142 LSFC: La0.8Sr0.2Fe0.8Co0.2O3-δ (polycrystal, from permeation),142 LSM: 
La0.5Sr0.5MnO3-δ (polycrystal, pO2 = 1 bar, from D∗140) in comparison with doped zirconia 
(YSZ: Zr0.81Y0.19O2-δ (single crystal, AC conductivity)143) and ceria (CGO: Ce0.69Gd0.31O2-δ 
(single crystal, AC conductivity)144). 

results confirm that indeed under normal fuel cell conditions and 



J. Maier 54 

(resistance proportional to inverse circumference), but that already 
in the case of moderately thin films the bulk path may dominate 
(resistance proportional to inverse area and to height). Generally 
a positive bias favors the surface diffusion path (less ), while 
the negative biases favor the bulk diffusion path (more ⋅ ).146 An 
interesting effect that may be attributed to a varied cation 
distribution is the drastic performance enhancement caused by 
short bias pulses.147 

Also for the anode side, mixed conducting perovskites such as 
donor-doped SrTiO3 or acceptor-doped LaCrO3 have been 
proposed.148–150 Figure 20 shows the conductivity behavior of  
Ca-doped LaCrO3 corresponding to the regions IV La(2[ ] [Ca ])'  
and III La([h ] [Ca ])'⋅  in Figure 18. A reasonable anode perfor-
mance also with respect to hydrocarbons as fuels has been reported 
in Ref.150 for (La0.75Sr0.15) 0.9Cr0.5Mn0.5O3 (Figure 21) (see e.g., 
Ref.151). 

Well-established anode materials are Ni cermets such as Ni/YSZ 
composites. The presence of the second phase increases the contact 
area and prevents the catalytically active Ni particles from 
aggregating. The use of the composite becomes problematic if 
hydrocarbons are to be directly converted: Ni catalyzes cracking, and 
the resulting carbon deposition deactivates the fuel cells. Therefore 
either pure H2 has to be used or the fuel has to be externally reformed. 
A third way is internal conversion of CHx with H2O to synthesis gas. 
The necessary steam addition, however, reduces the overall efficiency. 
Another problem of Ni cermets, if they are to be used at lower 
temperatures, is a potential oxidation of the Ni. Alternatives are 
Cu/CeO2 cermets in which Cu essentially provides the electronic 
conductivity and CeO2 the catalytic activity. Note that an efficient 
current collecting property of the electrode presupposes a metal 
concentration above the percolation threshold. 

morphologies, the three phase boundary mechanism prevails  

O∨
O∨

O∨
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Figure 21. Performance of (La Sr0.25)0.9Cr0.5Mn0.5O3 as a fuel cell anode in 
2

150

150

 
 

caused by electrolyte and cathode. Reprinted from S. Tao and J.T.S. Irvine, 

0.75
different wet (3% H O) atmospheres. See Ref.  for corrections concerning losses 

Macmillan Magazines Limited. 

at 1000°C.  Reprinted from I. Yasuda and T. Hikita, J. Electrochem. Soc. 140 
Figure 20. Conductivity of Ca-doped LaCrO  versus oxygen partial pressure

Society, Inc. 
(1993) 1699–1704. Copyright © 1993 with permission from The Electrochemical 

Nature Mater. 2 (2003) 320–323. Copyright © 2003 with permission from 
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A decisive point as regards high power application is the 
appropriate combination of elementary cells to high power stacks 
(extreme cases are the tubular design in which the gas chambers 
are separated by the tubular form of the ceramic cell, and the 
planar design in which additional high temperature seals are 
necessary). As electrochemically conducting interconnect the 
above-mentioned LaCrO3 may be used for high temperature fuel 
cells. Corrosion resistive alloys demand lower temperatures, which 
is, in view of the economic and technical advantages of such 
alloys, an important incentive to reduce operation temperatures. 

(a) Alternative SOFC Concepts 

In the following, alternative SOFC solutions shall be touched upon. 
The most attractive solution would be the use of one and the same 
compound that exhibits p-type conductivity at the anode, n-type 
conductivity at the cathode, and ionic conductivity in-between. 
Even though exactly this feature is expected from the Kröger–Vink 
diagram for many mixed conducting materials subject to a large 

O2
P

which relies on appropriate doping profiles of the same ground 
phase. In particular pyrochlores,152 perovskites (LaGaO3)153 or 
brownmillerites154,155 have been envisaged in this regard. However, 
meeting the many harsh conditions to be fulfilled for a fuel cell 
with one and the same ground material is difficult. 

It has even been proposed to give up the separation of the gas 
chambers.156–158 Then one has to completely rely on selective 
catalytic activity of electrocatalysts to activate reduction or oxidation 
processes. In Ref.158 considerable power densities have been 
achieved in this way. This single chamber fuel cell concept might 
be indeed relevant for reduced temperature application. 

Contrarily, also more complicated phase schemes than used in 
the conventional fuel cell arrangement have been proposed. Using 
two or more electrolyte materials indeed can have advantages, one 
is to avoid a contact between reacting phases (LSC⎪CeO2⎪YSZ 
instead of LSC⎪YSZ), another to avoid exposure to a redox-window in 
which the phase would be electronically or even chemically unstable 
(cathode⎪YSZ⎪CeO2⎪anode instead of cathode⎪CeO2⎪anode).159–162 

 

nor the catalytic properties to be good enough (irrespective of power 

A more realistic approach would be a monolithic fuel cell 
losses discussed in Section II.3.i.A). 

absolute values of the conductivities are expected to be sufficient,
 gradient (cf. Figure 18), the short-coming is that neither the 
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In a recent approach a triode cell arrangement has been used in 
which the fuel cell kinetics was improved by an assisting voltage.52 
A promising SOFC concept gives up oxidation of fuels by oxygen-
ation, rather it uses dehydrogenation; in other words hydrogen is 
removed with the help of ceramic proton conductors (see Part I,2 

dissolving H2O into acceptor-doped oxides according to 
 2 OO 2OH+  (45) 
The proton conductivities achieved can be markedly higher than 
e.g., the oxygen conductivities in YSZ, in particular at reduced 
temperatures. An obvious advantage is the fact that H2O is 
produced on the air side and is not diluting the fuel. Note, however,  
that for an oxidation of hydrocarbons to CO2 via dehydrogenation 
the presence of water is needed at the fuel side. Here the 
simultaneous H+ and O2– conductivity of the proton conducting 
oxides offers a great conceptional advantage. As more H2O is 
produced at the air side than needed at the fuel side, water can 
diffuse back via chemical diffusion enabled by nonzero 2H O

,σ σ+ − .  
This operation mode was proposed by Coors163 (see Figure 22).  
A material that is stable under fuel cell conditions and in particular 
against CO2 is (Y-doped) BaZrO3.165 Its high grain boundary resis-
tances are at present a serious problem that has to be solved. See 
Figure 23. 

Mixtures of BaZrO3 with small amounts of BaCeO3 improve 
the overall conductivity without making this material chemically 
unstable against CO2.164 Hydrogen sulfates, hydrogen phosphates, 
etc. have also been proposed167 but are typically prone to become 
reduced in the H2 atmosphere. 

Figure 22. Partially self-regulated methane reforming in an SOFC operating with a 
proton conducting oxidic electrolyte as suggested by Coors163 (see text): (top) the 
overall cell reaction and (bottom) the back diffusion step.164 Reprinted from K.D. 
Kreuer, Annu. Rev. Mater. Res., 33 (2003) 333–359. Copyright © 2003 with 
permission from Annual Reviews. 
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(ii) Batteries 

Even though secondary batteries become increasingly important, 
there is still a great interest in primary batteries for a variety of 
applications. Miniaturizable low power batteries of great reliability 

 system 
which was initially used for the latter application, the LiI electro-
lyte is formed on contact which makes the battery self-healing. 
Cracks in the LiI do not lead to a disastrous chemical reaction, 
rather the electrolyte as reaction product is re-formed. In order to 

2
168 The 

find important applications in measurement devices such as clocks 

facilitate the handling and the electronic conductivity, I  is used 

 

Figure 23. Proton conductivities of Y-doped BaZrO3
165 and BaCeO3

166 in 
comparison with the ion conductivity of the relevant solid oxygen ion 
electrolytes. Reprinted from K.D. Kreuer, St. Adams, W. Münch, A. Fuchs, U. 

with permission from Elsevier. 
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accompanying decrease in the chemical potential and hence in cell  

Klock, and J. Maier, Solid State Ionics, 155 (2001) 295–306. Copyright © 2001 

in the form of an organic charge-transfer complex.

2Ior in medical devices such as heart pacemakers. In the Li–
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voltage is tolerable. Heterogeneously doped LiI (Lil:A12O3),169 as a 
better conducting (heterogeneous) electrolyte (cf. Part I2), was also 

Owing to low electronegativity combined with the low mass, 
Li is predestined as negative electrode in high performance 
batteries. In the formerly very popular Li–SOC12 cell,170 the liquid 
cathode material (SOC12) reacts with Li to give SO2, sulfur and 
LiCl, hence again the Li+-conducting solid electrolyte, is produced 
in situ. The deposition of LiCl at the porous “current collector” 
graphite at later stages limits the power production. The combi-
nation Li–MnO2 is in use (see e.g., Ref.65,63,64) as a primary cell; 
cells with transition metal oxides are taken up again in the context 
of the secondary batteries. 

As well-known, MnO2 finds wide-spread applications in the 
classical Leclanché cell in which, put simply, Zn is oxidized to 
ZnO by MnO2. Zn is a cheap anode material which is also 
employed in the Zn–air battery.† This intriguing battery concept 
represents a primary battery but exhibits similarities with a fuel 
cell.63,64,69 Table 6 gives an overview on zinc-based primary 
elements. 

Solid electrolyte batteries using silver systems have played  
a prominent role historically. The interest in silver systems was 
caused by the high conductivities of Ag electrolytes as well as by 
the typically high exchange current densities. The superionic con-
ductor α -AgI in principle representing a suitable solid electrolyte 
for an Ag–I2 battery, has the disadvantage of being stable only 

4 5
superionic behavior is present even at room temperature, but this 
compound is unstable with respect to I2 and reacts to RbI3 and AgI. 
Stabilization is possible by using (R4N+I–)–I2 adducts what of 
course reduces the iodine activity, and thus the cell voltage. Again, 
the reaction product AgI increases the cell resistance,168 which 
highlights the importance of thermodynamic and kinetic issues in 

*

Speaking about secondary batteries, the necessity of reversibly 
reversing the exothermic reaction imposes high demands on the 

                                                 
† In Zn–air cells the negative electrode is metallic zinc while the positive electrode 
is a porous air electrode, usually carbon-based. The product ZnO is dissolved in the 
circulating alkali electrolyte and washed away. During charging the ZnO-containing 
solution is washed back again which justifies the competition with a secondary cell. 
* The same problem arises if AgI:A12O3

172 is used, which exhibits very high Ag+ 
conductivities. 
 

particular the necessity to harbor the reaction product.  

popular in this context for some time. 

above 146°C (see Section VI.3.ii in Part I). In RbAg I  the  
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kinetics. One obvious solution is the use of liquid electrodes (Na–
S-battery), another the use of solid mixed conductors that can dis-
solve or ex-solve components (intercalation electrodes in “Li-ion” 
batteries), and a most recent one to use extremely small particles. 

A classical intercalation compound173 is TiS2 the Li content of 
which can be tuned over a wide range (see Figure 24 right). Figure 
24, left, shows an example of an Li– TiS2 microbattery63 with glass 
electrolyte. Owing to the small dimensions, the electrolyte’s 
conductivity is sufficiently high. Naturally the capacities are very 
small, but sufficient for low power applications; the right-hand side 
of Figure 24 proves that the discharge curves of the cell are 
adequately flat. In principle the cell 

Li⎪Li+-electrolyte⎪Li-intercalation compound 

can deliver electrical energy until the chemical potential at the rhs 
(positive electrode, i.e., cathode during discharge) becomes equal 
to that of the pure lithium (negative electrode, i.e., anode during 
discharge). In the present Li-batteries only a small window is 
considered, in which the homogeneity range of the intercalation 
compound is not exceeded and thus reversibility is at least partly 
guaranteed. A necessary criterion for a good reversibility is a high 

LiDδ  value at the operating temperature.174,175 Even though the Li-
activity of the electrode will fall continuously with increasing Li 
content, still the discharge curves can be reasonably flat as shown 
in Figure 24. (A truly horizontal course is only expected if a 
nonvariant mixture is generated—in which further Li addition 
leads to a redistribution of the masses of the phases rather than to a 
compositional change—and if the Li addition is performed 
infinitely slowly (cf. Section III.5)). 

Figure 24. Left: Li/TiS2 microbattery with Li+ conducting glass electrolyte. Right: 
Discharge curves for Li/TiS2 cells with amorphous TiS2 film (b: Current density = 
3µA cm–2, c: 16µA cm–2) and crystalline TiS2 (a: 10 mA cm–2) using liquid 
electrolyte.63 Reprinted from Ch. Julien and G.-A. Nazri, Solid State Batteries: 
Materials, Design and Optimization, Kluwer Academic Publishers, New York 
(1994). Copyright © 1994 with permission from Springer. 
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At present, mixed conducting transition metal oxides such as 
2 2

176  or spinel 
177

charge and discharge curves of such high-performance cells (the 
electrolyte is a nonaqueous liquid Li-salt solution) are shown in 
Figure 25a; information concerning the cell voltage, capacity, and 
energy density is provided by Figure 25b. We will meet such 
discharge curves, but then recorded in a strictly reversible manner, 
as coulometric titration curves in Section III.5. 

Let us briefly consider the cobalt oxide-based cathodes. If the 
oxide is virtually Li free, the cell voltage with respect to Li is ca.  

2
which typical batteries operate, is given in Figure 25a corres-
ponding to an operable cell voltage of ca. 4 V.178,179 This voltage 
has been shown to be increasing by substitution with Al179 or Fe 
and Mn.180–182 In the latter cases several individual redox levels can 
be distinguished (Co3+/Co4+, Mn3+/Mn4+, Fe3+/Fe4+) within the 
discharge/charge cycle. From the standpoint of environmental 
benignity LiFePO4

183,184 is a promising candidate. The poor electronic 

Figure 25. (a) Charging and discharging curves of high performance cells with Li 
as anode, LixCoO2 (a), LixNiO2 (b), LixMn2O4 (c) as cathodes. The crystal structure 
of the latter is of the spinel type.63 (b) Cell voltage and capacity of cathode materials 
for secondary Li intercalation cells.63 Reprinted from Ch. Julien and G.-A. Nazri, 
Solid State Batteries: Materials, Design and Optimization, Kluwer Academic 
Publishers, New York, (1994). Copyright © 1994 with permission from Springer. 

the LiMO  phases of the α-NaFeO  type (M=Ni,Co,V),

5 V. The Li-composition range (within the α-NaFeO  structure) in 

conductivity requires small electronically connected particles or  

2 4  are electrode materials of choice. The phases such as LiMn O
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appropriate conditioning.185–187 (It is still a matter of debate 
whether the dopants used increase the electronic conduction 

A significant improvement of safety and corrosion problems  
is achieved also by using intercalation compounds on the anode 
side (or better of the negative electrode). If carbon is used, the Li 
activity and, hence, the cell voltage are only slightly reduced but 
the cycling properties are considerably improved. Such batteries 
with two intercalation electrodes are called “rocking chair” batteries 
(see Figure 10) as Li is rocked backwards and forwards between 
them,188,65,63,64,180,181, e.g., in the case of LixC and LixMO2 (M = Co, 
Ni, Mn; in the popular Sony cell M = Co) 

 21 2
Li C | Li-electrolyte | Li MO .x x  

The ease of intercalation of Li in C is partly due to the layered 
structure.189 When the Li content is changed from Li0C to Li1/6C 
which is about the maximum range covered in a battery, the AB 
stacking sequence shown in Figure 26 (rhs) is changed into a 
situation where the Li separates layers that are arranged exactly on 
top of each other (AA in Figure 26 lhs); during this process the 
layer distance increases by about 10%. 

If the Li content in the intercalation compound exceeds the 
solubility limit, a two- or multiphase mixture is produced, which in 
principle allows for a much greater capacity but at the expense of 
severe kinetic problems as regards charging and cycling. 

Figure 26. Displacement of the layer stacking sequence (see text) on intercalation 
of lithium in graphite.11 Reprinted from J. Maier, Physical Chemistry of Ionic 
Materials. Ions and Electrons in Solids. Copyright © 2004 with permission from 
John Wiley & Sons, Ltd. 

homogeneously or heterogeneously.) 
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Figure 27. HRTEM images of RuO2 electrodes: (a) initial, (b) fully discharged to 
0.05 V—uptake of 5.6 Li and (c) charged to 4.3 V—extraction of 5.5.191 Reprinted 
from P. Balaya, H. Li, L. Kienle and J. Maier, Adv. Funct. Mater., 13 (2003)  
621–625. Copyright © 2003 with permission from Wiley-VCH Verlag GmbH. 

 

If the oxides are, however, nanocrystalline, the lithium can be 
almost reversibly stored via such a heterogeneous reaction as was first 
demonstrated using the example of CoO.190 Upon discharge of 
macrocrystalline CoO, a two-phase mixture of nanocrystalline or even 
amorphous Li2O and Co is formed in situ, which upon Li extraction is 
converted back into nanocrystalline CoO. The reversibility is at least 
partly due the tiny diffusion lengths (approximately 1 nm). An oxide 
whose reversibility is particularly pronounced,191 is RuO2. Here almost 
100% of the initially consumed Li can be extracted in the first cycle 
(see Figure 27).192,193 Also fluorides and nitrides have been shown to 
behave in this way.180 

approximately proportional to surface tension divided by mean 
curvature (Wulff crystal assumed), there are a variety of 
thermodynamic anomalies in nanocrystalline battery systems to be 
expected:194 (i) The emf of nanocrystals is different from that of 
macrocrystals. (ii) Moreover, the discharge curves are not necessarily 
flat in virtually “nonvariant systems” owing to a variation in size or 
surface tension. (iii) Furthermore, nanocrystals of different size are 
expected to have different Li-stoichiometries at equal Li-potential. 
(iv) At interfaces of Li2O with a metal, a novel storage mechanism 
is possible that can contribute markedly to the overall capacity.194 

While neither Li2O nor a (nonalloying) metal can accept 
perceptible amounts of Li, a metal/ Li2O interface can. This is by 
accommodating Li+ in interstitial sites of Li2O while the 
unwelcome electrons are accepted at the metal site. For more 
details on these novel aspects see Ref.194 as well as the following 
section. Figure 28 displays the three modes of Li storage: 
homogeneous, intercalation, heterogeneous reaction, and interfacial 
storage. 

 

Owing to an excess term in the chemical potential which is 
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Figure 28. Three different stages of Li storage. (a) Insertion in the bulk of MX. (b) 
Compound reduction occurring if the solubility limit is exceeded. (c) Interfacial 
charging of the multiphase mixture. From Ref.194 Reprinted from J. Jamnik and  
J. Maier, Phys. Chem. Chem. Phys., 5 (2003) 5215–5220. Copyright © 2003 with 
permission from PCCP Owner Societies. 
 

Because of the good contact and mechanical flexibility liquid 
electrolytes are generally used as ion conductors such as LiPF6 in 
ethylene carbonate/dimethyl carbonate.195 The (kinetic) stability of 
such cells is due to the formation of a passivating reaction layer at 
the electrode/electrolyte interface (SEI, “Solid electrolyte inter-
face”).196 Immobilization of the liquid electrolytes by polymers such 
as PMMA (polymethyl methacrylate)197 is able to improve the 
mechanical properties. The conductivity of pure polymeric 
electrolytes such as (Li+-containing) PEO (see Figure 48, Part I2) is 
too low for many applications198 and there are many attempts to 
increase it, e.g., by heterogeneous doping with oxide inclusions.199 
That this, at least partly, can be explained by the concept of 
heterogeneous doping outlined in Part I (Section V.2), has been 
shown by the recently discovered “soggy sand electrolytes” which 
are also good candidates for battery electrolytes themselves.200,201 
These are liquid nonaqueous solutions of Li salts but contain a high 
volume fraction of small SiO2 particles. Owing to the surface 
interaction (adsorption of anions by SiO2) almost all ion pairs are 
broken up leading to an increased conductivity. Beyond the 
increased conductivity these composites exhibit the favorable 
mechanical properties of soft matter. They are also expected to be 
safer than the pure liquid (Figure 29). 
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4
nano-SiO2 (10 nm) in 1 M LiCF3SO3-EC:DMC (EC: ethylene carbonate, DMC: 
dimethyl carbonate).202 Rhs: At the contact of anion adsorbing phases LiX is 
completely dissociated and Li+ mobile in the space charge region. 

 
If the lifetime of Li-based batteries (the term “lithium ion 

batteries” for batteries with polar Li-compounds as negative 
electrodes is very unfortunate) can be further enhanced, they will 
be also of importance for electrotraction. The classical battery type 
used in automobiles, viz. the lead–acid accumulator, is distinctly 
superior in terms of long-time stability but possesses too low an 
energy content per unit weight as to drive automobiles. Driving car 
of sensible size and performance with this alone requires a battery 
weight on the order of 1 t. (This problem is not removed by using 
Ni–Cd accumulators.) Much effort has been undertaken to develop 
a sodium–sulphur cell. In the Na–S cells203 

( )2 3 2Na | -Al O Na O | S''  

–Na2O 
ceramic (“β-alumina”, cf. Part I2 ) which makes it possible to use 
liquid electrodes. The use of liquid sodium and sulfur as electrode 
phases ensures good contact; moreover the liquid sulfur can 
accommodate the reaction product formed according to  
 

22Na S Na S .xx+  

Figures 30 and 31 refer to the excellent performance of this battery 
type (see Figure 31, high cell voltage of 3 V, ten times better mass-
related energy content than for the lead–acid accumulator) such 
cells have not been commercialized up to now. This is not because 
of the problems to maintain the temperature—this is achieved by 
the waste heat—it is because the danger of crack formation and 
resulting catastrophic local chemical reactions that led to the fact 
that investigations with respect to electrotraction have been 
essentially abandoned. 

2 3-Al O''βworking at about 300°C the electrolyte is a 
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Figure 29. Lhs: Battery performance of a Li cell with LiFePO  as cathode and 
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Figure 30. Open circuit voltage of the Na/S cell versus Na 
content (x) of the cathode.63 

 

 
Figure 31. Energy density versus power density for various battery 
systems. The data may be compared with the typical energy density 

4 –1.63,204 Reprinted from Ch. Julien and  
G.-A. Nazri, Solid State Batteries: Materials, Design and Optimization, 
Kluwer Academic Publishers, New York (1994). Copyright © 1994 
with permission from Springer. 

 
The related “Zebra cell”205 uses the same solid electrolyte as in 

the Na–S battery, and operates at similar temperatures, but the cell 
reaction comprises the reaction of Na with NiCl2 to Ni and NaCl, 

of gasoline of 3× 10  Wh kg
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which is contained in an NaAlCl4 melt (open circuit voltage per 
cell 2.6 V ). Its damage potential is much less: Should the electro-
lyte ceramic break, Na would gently react with NaAlCl4 to yield 
Al. The short circuit via Al would even ensure that the cell chain 
would not lose its function even if 5% of the cell has been 
destroyed in this manner. 

Besides Li-accumulators also Ni metal hydride systems and 
‡

come into consideration for electrotraction (Figure 10). Because 
metal air systems such as the Zn–air system, even though not proper 
secondary systems (nor are they fuel cells), can be “chemically 

In Figure 10a comparison has been made between battery systems 
and electrochemical capacitors (if the capacity is high, also termed 
supercapacitors) concerning power density and energy density. 

speed at which the energy can be released is typically much greater 
in the case of electrochemical capacitors (see e.g., Ref.85). While in 
a battery the electrons discharge ions and the energy is chemically 
stored in the reaction products and while in an electrostatic 
capacitor the charges separated in the dielectric are compensated 
by the electrons of the metal plate, in electrochemical capacitors 
the charging process refers to the electrolyte/electrode interface. 
Even though some capacitors involve Faradaic or partial Faradaic 
processes, in the latter case the “reaction” remains restricted to the 
interface. This involves a lower capacity, but a higher charge/ 

already the second cycle exhibits slight differences compared to 
the first and the cycle life is restricted to typically one thousand 
cycles, the electrochemical capacitors show a high degree of 

5 6

are hence complementing each other. Even though local 
capacitances can be quite high (cf. double layer capacitance) and 
even though the high surface area can lead to quite substantial 
overall values, the capacities of the electrochemical capacitors are 
normally distinctly smaller than those of batteries. The key of the 
design is—while striving for an increased capacity—not to lose 
then the advantage of the fast charging and discharging rates. 

Table 7 gives an overview of various types of nonbattery 
storage capacitors and the modes of energy storage. It is also 

(iii) 

While for batteries the stored amount of materials is higher, the 

Other Storage Devices: Supercapacitors and Photobatteries 

recharged,” they are relevant for fleet operators (e.g., taxi enterprises). 

metal–air systems (like the zinc–air batteries already described ) 

discharge rate and a better cyclability. While in batteries typically 

–10  times. Both applications cyclability, viz. on the order of 10
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interesting to compare the two limiting cases, the ideal battery 
( = (stored charge)/ (voltage) = )C ∂ ∂ ∞  and the ideal capacitor (C = 

0

∫
0

1
02 ). For more 

by Conway.206 

 
Table 7. 

Types of capacitors and mode of energy storage after Ref.206 
Reprinted from B.E. Conway, Electrochemical supercapacitors. 

Scientific Fundamentals and Technological Applications, 
Kluwer Academic/Plenum Publishers, New York (1999). 

Copyright © 1999 with permission from Kluwer Academic 
Publishers. 

Type Basis of charge or 
energy storage 

Examples 

(a) Vacuum Electrostatic – 
(b) Dielectric Electrostatic Mica, Mylar, paper 
(c) Oxide 
electrolytic (thin 
film) 

Electrostatic 
2 5 2 3Ta O , Al O  

(d) Double-layer Electrostatic (charge 
separation at double-
layer at electrode) 

C preparations, powders, fibers 

(e) Colloidal 
electrolyte 

Electrostatic (special 
double-layer system) 

Undeveloped 

(f) Redox oxide 
films 

Faradaic charge 
transfer 
(pseudocapacitance) 

3 4RuO , IrO , Co Ox x  

(g) Redox 
polymer film 

Faradaic charge 
transfer 
(pseudocapacitance) 

Polyaniline, polythiophenes 

(h) Soluble redox 
system 

Faradaic charge 
transfer 
(pseudocapacitance) 

4 3 2 3 2

6 6Fe(CN) /Fe(CN) ,V /V /VO− − + + +

 

 
Here we will just mention a special case that is interesting in the 
case of nanocrystalline electrodes for Li-batteries mentioned above. 
A sloped regime (in the voltage versus charge curves) indicating the 
occurrence of interfacial capacitors is seen in the process of Li 
storage in oxides MO (or fluorides MeF2) after the reduction to the 
metal M at the expense of forming Li2O. Obviously excess lithium 

194 the following model was can be stored interfacially. In Ref.

( U dQ) is obviously half the value needed for charging an ideal 

const). In the first case the discharge curve (U versus charge) is 

we charge a capacitor from U = 0 to a value U , the energy needed 
horizontal, in the second a straight line with the slope 1/C. Hence, if 

details on materials issues the reader is referred to a recent monograph 
battery with the same charge and voltage U  (viz. U Q0
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Figure 32. Pseudocapacitive charging of an Li2O/Ru composite in an Li cell  
(cf. Figure 28c). 
 

2
Li2O cannot perceptibly take up Li, i.e., the homogeneity range 
towards Li is very small, not because Li+ cannot be accommodated, 
rather it is the e– that cannot find a low energy accommodation in 
Li2O. At the metal contact, however, it is possible that Li+ is stored 
on the Li2O side, while the electrons are accumulated at the metal 
surface, a mechanism that bears similarity with underpotential 
deposition of metals. Especially, if the Li2O particles are very 
small with a Debye length exceeding the particle size, this storage 
enables a substantial storage via a mechanism on the borderline of 
supercapacitor and battery. Figure 32 compares the three storage 
modes of Li discussed here and in the previous section. 

electrochemically store optical energy. In a semiconductor the 
impact of photons of energies larger than the bandgap can produce 
electron–hole pairs. At an appropriate interface of the semi-
conductor to an electrolyte, the electron–hole pairs are separated 
and can do electrochemical work while recombining otherwise. To 
be specific, let us consider TiO2 in contact with an electrolyte that 
contains a redox pair (ox, red). The hole separated from the 
electron which is taken up by the outer circuit, acts, if transferred 

A further promising device is a photobattery which is able to 

to the electrolyte, oxidizing and increases the ratio [ox]/[red], 
while the electrons flowing to the other side do the reverse. The thus  

considered for the excess storage at such a metal/Li O interface: 
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Figure 33. Dye (D) sensitized electrochemical photo-
voltaic cell based on a wide bandgap semiconductor. 
Reprinted from R. Memming, Semiconductor Electro-
chemistry, Wiley-VCH Verlag GmbH, Weinheim (2001). 
Copyright © 2001 with permission from Wiley-VCH 
Verlag GmbH. 

 
achieved chemical potential gradient can in turn be used to release 
electrical energy. A major problem is to find a photoactive material 
that exhibits high enough an efficiency and is simultaneously 
stable enough (see Table 8). Most oxides that come into considera-
tion have too high band gaps; sulfides are more appropriate in this 
respect but easily undergo self-decomposition (e.g., hole oxidizes 
S2–). A promising way out is to sensitize the photoelectrodes (see 
Figure 33) by dyes to obtain a better efficiency. Also here the 
strategy is to look for solid electrolytes and composite electrode 
materials.207,208 

Instead of storing energy, photoelectrochemical cells can also 
be used for producing chemicals, such as photoelectrolyzers which 
split water into hydrogen and oxygen. If sufficiently efficient, such 
a device could be of key importance for a future hydrogen 
economy. 

In spite of its fascination, we have to leave this field and now 
turn to the second half of this contribution, describing electro-
chemical techniques which enable us to determine materials 
parameters. 
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III. ELECTROCHEMICAL TECHNIQUES 

In the following, we study the response of electrochemical cells to 
electrical driving forces. We emphasize techniques that allow 
studying characteristic solid state properties, i.e., techniques by the 
help of which one can deconvolute ionic and electronic conducti-
vities, establish precise stoichiometries, determine rate coefficients 
of such compositional changes, extract interfacial properties, or 
analyze inhomogeneities and heterogeneities (see also Table 10). 
As long as the information provided by Poisson’s equation and 
linear irreversible thermodynamics is sufficient, the problem is, on 
a linear response level in principle solved by equivalent circuits of 
the type given in Figure 69 of Part I, if we introduce the respective 
boundary and initial conditions. However, here we are more 
interested in an intelligible understanding. 

We will discuss the response of essentially seven cell types 
which are designed to measure a mixed conductor which conducts 
e−  and 2O −  (as regards the systematics we follow Ref.3,15,11,209,210): 

( )2 2O ,e MO e ,O− − − −〉 〈  (1) 

( )2 2O ,e MO e ,O
'− − − −〉 〈  (2) 

( )2O ,e MO e− − −〉 〈  (3) 

( )e MO e− −〉 〈  (4) 

( )2 2O ,e MO O− − −〉 〈  (5) 

( )2 2O MO O− −〉 〈  (6) 

( )2O MO e .− −〉 〈  (7) 
They can be discussed according to whether the sample MO is 
contacted by reversible—designated by (O2–,e–)—or selectively 
blocking electrodes. The latter ones can be blocking for ions (but 
reversible for electrons) or blocking for electrons (but reversible 
for ions); they are designated by (e–) or (O2–), respectively. The 
angle bracket in the above list points towards the interface at which 
the blocking occurs. If we are concerned with an oxide and 
sufficiently high temperatures, reversible electrodes can be porous 
Pt electrodes, while compact graphite may act blocking for O2–. 
The combination Pt,O2⎪YSZ acts blocking for electrons (at the rhs) 

2
than the ionic resistance of the sample (otherwise the roles of 
if the electronic resistance YSZ (YSZ ≡ Y-doped ZrO ) is greater 
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blocker and sample are exchanged) (see Ref.211). Hence, we 
specifically deal with 
 2 2Pt,O (P) MO O (P), Pt  (1’) 

 2 2Pt,O (P) MO O (P ),Pt'  (2’) 

 2Pt,O (P) MO C  (3’) 

 C MO C  (4’) 

 2 2Pt,O (P) MO YSZ O (P),Pt  (5’) 
 2 2Pt,O (P) | YSZ | MO | YSZ | O (P), Pt  (6’) 
 2Pt,O (P) | YSZ | MO | C.  (7’) 
Analogous cells for a cationic mixed conductor (conductivity via 
electrons and cations, e.g., Ag2S) can be formulated (Ag⎪AgI 
instead of O2, Pt⎪YSZ; Ag or an Ag-alloy instead of O2, Pt). In this 
case sealing is not necessary; however, the component activity 
cannot be tuned so simply. 

We will consider these cells, primarily the oxygen cells, under 
open circuit conditions and under load (or even short-circuit 

necessary to treat them all in detail, since (as outlined below) cells 
with one selectively blocking electrode and those with two of the 
same kind show far-reaching similarities (compare cell 3 with cell 
4 and cell 5 with cell 6). The same is true if we compare cells with 
electrodes that are selectively blocking for electrons with cells that 
are specifically blocking for ions (compare cell 3 with cell 5 and 
cell 4 with cell 6): it is easy to show that the relations are 

– 2–

Appendix 1).210,11 

can extract partial conductivities, and from the transients chemical 
diffusion coefficients (and/or interfacial rate constants). Cell 7 

not occur but the cell can be used to titrate the sample, i.e., to 
precisely tune stoichiometry. Cell 1 is an equilibrium cell which 
allows the determination of total conductivity, dielectric constant 
or boundary parameters as a function of state parameters. In 
contrast to cell 1, cell 2 exhibits a chemical gradient, and can be 
used to e.g., derive partial conductivities. If these oxygen potentials 
are made of phase mixtures212 (e.g., AO, A or ABO3, B2O3, A) and 
if MO is a solid electrolyte, thermodynamic formation data can be 
extracted for the electrode phases. 

 

condition). In the transient and in the steady state it is not 

symmetrical as regards the indices e  (see below and and O

We will see that in the steady state of the blocking cells, we 

combines electronic with ionic electrodes: here a steady state does 
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Furthermore, it is also not necessary to discuss different excita-
tions in detail as long as we restrict ourselves to the linear response 
regime. There it holds that the response to any excitation allows the 
calculation of the response to other excitations via the convolution 
theorem of cybernetics.213 In the galvanostatic mode, e.g., we switch 
the current on from zero to Ip (or switch it off from Ip to zero) and 
follow U(t) as a response to the current step. The response to a 
sinusoidal excitation then is determined through the complex 
impedance which is given by the Laplace transform of the response 
to the step function multiplied with j ( j 1,≡ − ≡ angular 
frequency). 

Here, we concentrate on cell 1 and assume negligible electrode 
effects. If a constant current is switched on, both a faradaic as well 
as a displacement current flows (cf. Section I). Hence the actual 
current can be ionic/electronic or capacitive, the relative pro-
portions depending on the electronic (σeon) and ionic (σion) 
conductivities and the dielectric constant. Correspondingly, the 
elements are, as long as σeon and σion are summed locally, in 
parallel (∞  denotes the bulk and eon ion eon ion= /( )R R R R R∞ + ) and 
the equivalent circuit is given by (cf. also Eq. (5)) 
 
 ( ) ( )eon ionEquivalent Circuit = Par , , = Par , .R R C R C∞ ∞ ∞  (60) 
 
(the operators Par and Ser, respectively, connect the elements in 
parallel and in series, the parameters of which are given in the 
brackets.) For small excitations and not too high frequencies (i.e., 
we do not deal with ultra-short time resolution) the circuit elements 
are invariant, and the d.c. response is an exponential voltage time 
dependence characterized by the relaxation time = R Cτ∞ ∞ ∞   

IR ∞ , whilst the a.c. 
measurement gives the complex impedance as a semicircle in the 
Gaussian plane with the diameters R∞  and the peak frequency 

1=ω τ −
∞

later (Section III.8). In this way, one can easily obtain the bulk 
conductivity as a function of temperature (T), partial pressure (P) 
and dopant’s concentration (C), which allows for the construction 
of defect chemical models as discussed in Part I. In the case of 
simple defect models, the conductivity of the carrier k in a binary 

(cf. Eq. (5)) with the steady state value 

1. Determination of Bulk Parameters 

. Anomalies in the high -frequency behavior are discussed 

ω  ω
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compound is given as sectional solution of the form (u: mobility 
with prefactor 0u  and migration enthalpy H ≠∆ , z: charge number, 
K: mass action constants of the defect chemical problem with pre-
factor 0K  and reaction enthalpy H∆ D ) 

 
k 0k

Mk
0

=| | ( ) ( , , ) =| |

exp exp

k k k k

Nr rk rrk k k
r r

z Fu T c T P C z Fu

HH
K P C

RT RT

σ
≠

γ Σ γ ∆∆
− Σ −

D  (61) 

where the simple rational numbers , N , Mrk k kγ  are characteristic 
for the defect model under consideration.214–216 Consequently the 
variation of P and C provides worthwhile information on the 
carrier-type and the defect model, whilst the T-dependence gives 
insight into the thermochemistry ( )r H∆ D  and the transport mecha-
nism ( )kH ≠∆ . In ternary and multinary systems further P-terms 
appear or, under quenched conditions, the C-term contains also 
native constituents. This is all set out in detail in Part I2 and will 
not be considered further. 

If the amount of mass transferred is analyzed, further 
conclusions on the carrier type (ionic/electronic) can be drawn 
according to “Faraday’s law,” simply because of the fact that the 
pure stationary electronic flux will not cause mass displacements. 
If also the direction of mass transport is analyzed, e.g., by 
recording the position variation of the boundaries, cationic and 
anionic conductivities may be distinguished (Tubandt–Hittorf 
experiments). 

The bulk capacitance is (besides geometric parameters) 
determined by the bulk dielectric constant ,ε  like the mobility, ε  
is usually quite insensitive with respect to P, C, and—unlike the 
mobility—also to T. Only at high carrier concentrations (e.g., 
formation of polar associates) or in special compounds (e.g., 
ferroelectrica) strong variations are to be expected. 

Cell 2 differs from cell 1 by the fact that the chemical 
component potential is varied which in particular enables the 
separation of ionic and electronic conductivities. These effects are 
to be discussed later (Section III.6). 

2. Determination of Boundary Parameters 

Boundary impedances refer either to heterocontacts, such as the 
contacts of the electrode to the electrolyte or contacts between the 
grains of different phases in composites, or to homocontacts, i.e., 
grain boundaries. In this chapter, we restrict ourselves to resistive 
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boundaries which are then perceived as serial contributions. Effects 
of highly conductive boundaries will be discussed in Section III.9. 
While such grain boundary or electrode processes can be usually 
easily distinguished from bulk processes by exploiting the different 
relaxation times, e.g., by impedance spectroscopy (see e.g., Figure 
34), it can be more complicated to distinguish between electrode 
and grain boundary effects. One possibility is the separation by 

grain size variation, a third one the evaluation of the capacitances, 
as considered in more detail below. 

A reasonable approximation of the impact of such a boundary 
in series to the current flow is provided by a parallel R–C circuit 
( , )R C⊥ ⊥  in series to the bulk impedance 

 ( ) ( )( )Equivalent Circuit = Ser Par , ,Par , .R C R C⊥ ⊥ ∞ ∞  (62) 
Eq. (62) can take account of the dielectric response of a boundary 
(electrode, grain boundary) but would not be sufficient to describe 
bulk polarization phenomena (appearing at longer times or lower 
frequencies) induced by strongly selectively blocking electrodes or 
grain boundaries (see below). The latter effect will be touched 
upon in the next section. 

The boundary resistance R⊥  is dominated either by the space 
charge resistance in the current direction or the proper charge 
transfer resistance through the boundary core (Part I, Section VI.6). 
(Resistance effects due to laterally inhomogeneous contact condi-
tions are discussed in Section III.9). 

Figure 34. Galvanostatic step experiment in the case of PbO (orh.) at 550°C and 
0.05 kPa 2O . With the help of the detailed time dependence the parameters 

1 2 1 2
( ), ( ), ( ), ( )R R R R C C C C

∞ ⊥ ∞ ⊥
= = = =� � � �  can be extracted.15,217 Reprinted from J. Maier, 

Trans Tech Publications Ltd. 
Solid State Phenom., 39/40 (1994) 35–60. Copyright © 1994 with permission from 

multi-point measurements using cell 1 (Section III.9), another is 
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The inverse boundary capacitance C⊥  is essentially the sum of 
the inverse contribution of the space charge layer218 and the rigid 
double layer219–221 and usually dominated by the first contribution. 
Since the effective dielectric permeabilities of bulk and boundary 
are comparable, the ratio /C C⊥ ∞  significantly differs from unity (it 
is typically of the order of /L λ , L being the sample thickness, and 
λ  the Debye length). This explains (i) why for comparable R⊥  and 
R∞  values the relaxation times τ⊥  are typically drastically 
different, and (ii) why the uncertainty whether C∞  is in parallel to 
the whole MX-part of the cell or only to the proper bulk part as 
assumed in Eq. (62), corresponds to a quantité n gligeable. Note 
that in a polycrystalline material 1/C⊥  as well as R⊥  are—if they 
refer to the impact of the internal boundaries—not only propor-
tional to the inverse capacitance or conductance of a single 
interface but also to the number of interfaces (given by the ratio of 
sample size and grain size), whereas τ⊥  is invariant with respect to 
geometrical parameters. Hence, the evaluation of the capacitances 
allows usually a clear assignment of impedance arcs either to 
electrode interfaces or grain boundary interfaces, while the  
τ -values are quite similar. In other words, electrode and (series) 
grain boundary impedances are likely to occur at similar 
frequencies, but characterized by completely different capacitance 
values; a typical figure may be 10 pF for bulk, 10 nF for grain 
boundary, 

2

usually easily identified but it is difficult to separate them if they 
both occur with comparable resistances.) The same thickness effect 
is responsible for the fact that for comparable voltages drops, bias 
dependencies are usually negligible for the bulk response where 
the drop is partitioned over ~106 elementary distances (L = 1 mm), 

2

 

10 µF for electrode corresponding to a ratio of (grain  
or electrode) boundary thickness to grain size to sample size of  
1 nm:1 µm :1 mm ( ε : 10, electrode area: 1  cm ). (Hence they are 

é

the current voltage relation nonlinear (see Part I,  Section VI.2).  
The same occurs for a grain boundary impedance in the bicrystal
experiment shown in Figure 35, while for fine-grained thick samples
nonlinearity requires high voltages. 

while for the electrode response a moderate drop can make
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Figure 35. Impedance spectra of the cell O2, Pt⎪SrTiO3⎪SrTiO3⎪Pt, O2 as function 

iron content: 2 × 1018 –3

electronic resistances.222 Reprinted from I. Denk, J. Claus and J. Maier,  
J. Electrochem. Soc., 144 (1997) 3526–3536. Copyright © 1997 with permission 
from The Electrochemical Society. 

of d.c. bias. Electrodes are parallel to the bicrystal boundary (∑5 tilt grain boundary, 
cm ). Both bulk and boundary resistances are predominantly 

 
As far as Eq. (62) is concerned, in the galvanostatic switching-on 
experiment the U(t) function is obviously the sum of two 
exponentials. On the time scale of τ∞  the boundary process is not 
of interest and on the time scale of τ⊥  the boundary impedance is 
what remains in series with a constant IR∞  drop corresponding to 
the blocking bulk capacitor. Figure 34 shows the response to a 
step function of the current signal for PbO displayed on the time 
scale of τ⊥ . As already explained, the linearity of 2 ( )U t  
presupposes small excitations. Accordingly two semicircles are 

Figure 36 shows besides the complex impedance in the Gaussian 
plane—analogous plots also of other conveniently defined system 
functions.3,15 The dielectric modulus ˆ ˆ= jM Zω  deserves special 
attention, as in the M̂ -plot the capacitances are as conveniently 
extracted as the resistances from the Ẑ  presentation. 
 

observed in the impedance plot, with the low frequency semi- 
circle corresponding to the boundary part  (See Figures 35 and 36). 
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Figure 36. Plots of different system functions for the Equivalent Circuit given by 
Eq. (62) and special cases of it.3,15 Reprinted from J. Maier, “Evaluation of 
Electrochemical Methods in Solid State Research and Their Generalization for 
Defects with Variable Charges”, Z. Phys. Chem. NF, (1984) 191–215. Copyright © 
1984 with permission from Oldenbourg Verlagsgruppe.223 

 

impedance spectrum ( Ẑ -plot) of an SrTiO3 bicrystal in which the 
(serial) boundary effect is determined by Mott–Schottky depletion 
layers. Resistances and capacitances can be evaluated as a function 
of temperature, oxygen partial pressure, doping content, and bias as 
extensively described in Part I (Sections IV and V). In nano-
crystalline SrTiO3 ceramics (in fact already below a grain size of 
100 nm because of the high dielectric constant) the high frequency 
semicircle disappears. Here depletion layers start to overlap and the 
electroneutral bulk to disappear.224 For a further interpretation of 
space charge impedances or impedances stemming from the 
electrode reaction the reader is also referred to Part I.2 

3. Electrochemical Polarization—The Effect of Selectively 
Blocking Electrodes 

(i ) Heuristic Considerations 

In the following text (Section III.3) we discuss the electrochemical 
response of the cells (3–6) with a mixed conductor as the central 

Let us consider in more detail Figure 35 which shows the 
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phase, extending from x = 0 to x = L. The treatment is based on 
work by Wagner and Yokota225,210 and neglects further boundary 
effects as well as the presence of defect chemical reactions within 
the solid MX. The generalization to internal reversible reactions 
treated by Maier in Ref.3,15,226 will be separately considered in 
Section III.7. As before we restrict our considerations to the case of 
small signals (except Section III.3.ii). The common feature of these 
cells is the use of selectively blocking electrodes: In cells 3 and 4 
iion = 0 at  x = 0 and x = L (ionically blocking electrodes =  
electronic electrodes), whilst in the case of the cells 5 and 6 ieon  
disappears at the boundaries x = 0 and x = L (electronically 
blocking electrodes =  ionic electrodes). Before we turn to the 
detailed consideration of the transport theory, we discuss the matter 
on the heuristic level of simple equivalent circuit elements.3 

Immediately after switching-on a constant current both ions 
and electrons do flow according to their transference numbers 
while the voltage increases from zero to IR ∞  (or more precisely to 

( )I R R∞ ⊥+ ). With increasing time the partial current of the 
blocked species decreases, and eventually vanishes leading to a 

nonblocked species, i.e., the electrons in cells 3 and 4 or the ions in 

nonblocked species. The comparison with the total conductivity 
(e.g., obtained from the IR-drop at the beginning of the 
experiment) also yields the conductivity of the blocked species. 

reached, the voltage relaxes to the initial zero-level. The electrical 

Cδ ion eon

1

reads3,15 e.g., for cells 3 and 4 ( )( )( )eon ionPar , Par ,Ser ,C R R Cδ∞ . 
This additional capacitive element ( )Cδ

3,15 represents a 
2

steady state in which the total current is carried only by the 

cells 5 and 6. Hence the steady state reveals the conductivity of the 

If we switch-off the current after the steady state has been 

valent circuit (eqc) (Eq. (60)) a capacitor  or to R
(if ions or electrons are blocked): In the language of system theory 
the equivalent circuit of the bulk represents a PDT -element and 

 in series to R
behavior can be taken into account by introducing in the simple equi-

chemical capacitance  in  the sense of Part I,  Section VI.7 
(see Figure 37). 
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Figure 37. The impedance spectrum of the cell Pt⎪Ag2Te⎪Pt displays the 
stoichiometry polarization (200°C, fine composition set up by Coulometric 
titration). The transition from a straight 45° line to a semicircle, before the 
maximum frequency, corresponds to the theoretical treatment given in Section 
III.3.227 Reprinted from R. Andreaus and W. Sitte, J. Electrochem. Soc., 144 (1997) 
1040–1044. Copyright © 1997 with permission from The Electrochemical Society, 

 
To take into account boundary impedances at the nonblocked 

side (or of the nonblocked carrier on the other side) the circuit has 
to be complemented by an additional Par( , )R C⊥ ⊥ . The same 
circuit element may also represent the response of a serial grain 

The simple equivalent circuit (eqc) which reads for ion 
blocking as 

 
 ( ) ( )( )( )( )eon ioneqc = Ser Par , , Par , Par ,Ser ,R C C R R Cδ⊥ ⊥ ∞  (63) 

 
reproduces the correct transient behavior to a surprising degree 
(see Figures 38 and 39). It relies on the fact that the capacitance 
Cδ  is characterized by a very high value and hence the relaxation 
time of the diffusional process eon ion= ( )R R Cδ δτ +  being normally 
large compared to both τ∞  and τ⊥ . 
 

Inc.

boundary (Figure 35).                 
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In the case of electron blocking the indices eon and ion have  

to be exchanged, but also the total equivalent circuit has to be 
complemented by circuit elements that take account of the bulk 
impedance of the blocking electrodes (e.g., YSZ). 

It is instructive to explicitly consider the charging process of 
eqc. Eq. (63) by a constant current pI  (Figure 38). According to 
Kirchhoff’s laws, the voltage response is given by: 

 
( )( ) ( )( )

( )( )

p p

2
eon

p
eon ion

( ) = 1 exp / 1 exp /

1 exp / .

U t I R t I R t

R
I t

R R δ

τ τ

τ

∞ ∞ ⊥ ⊥− − + − −

+ − −
+

 (64) 

 
In the short-time regime of the order of ,τ∞  the capacitances C⊥  and 
Cδ  are completely permeable and the voltage response consists of an 
exponential increase from zero to pI R∞  corresponding to the first 
term in Eq. (64); terms 2 and 3 are zero. 
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Figure 38. The voltage response on a galvanostatic polarization of a mixed 
conductor with ion-blocking electrodes (∼ eqc. (63)3,15). Reprinted from J. Maier, 
“Evaluation of Electrochemical Methods in Solid State Research and Their 
Generalization for Defects with Variable Charges”, Z. Physik. Chemie N.F.,  
191–215, Copyright © 1984 with permission from Oldenbourg Verlagsgruppe. 
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Figure 39. The complete impedance spectrum of a mixed conductor contacted by 
ion-blocking electrodes.3,15 Regarding signal 3: The dashed curve corresponds to the 
heuristic approach (Eq. (64)), the straight line to the solution of the diffusion law; 
with respect to the detailed behavior around the maximum see Figure 37. Figure 39 
is the translation of Figure 38 into the frequency domain. Reprinted from J. Maier, 

Oldenbourg Verlagsgruppe. 
 
For intermediate time resolutions (of the order of τ⊥ ) the bulk 

capacitor has become impermeable, and the boundary circuit is 
relevant for the time dependence (second term in Eq. (64)); term 1 
is constant, while term 3 is still zero. Finally in the long-time 
regime, at t δτ∼ , the stoichiometric polarization occurs while both 
bulk and boundary responses constitute the initial voltage jump 
from = 0U  to p= (U I R R∞ ⊥+ ); note that both corresponding 
capacitors are completely impermeable, i.e., terms 1 and 2 are 

)δ  all the capacitors block, and 
eonR R⊥ +  are obtained as the stationary resistance value. Obviously 

time-resolved dc experiments allow the partial conductivities and 
the capacitances to be measured together with the chemical 
diffusion coefficient ( 1/ )Dδ

δτ ∝ . The switching-off behavior is 
analogous. 
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Z. Phys. Chem. NF, (1984) 191–215. Copyright © 1984 with permission from 

constant. In the steady state (t � τ
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Figure 40. Numerically calculated impedance for ion blockage. The variation of the 
defect concentration leads to the transition from Warburg to a pure semicircular 
behavior. The impedances are normalized such that the points of highest 
frequency coincide. (For the mobility ratio, ratio of thickness to Debye length and 
charge numbers the following values are assumed: 4

eon ion ion eon= 10 , / = 10 , = 1 =u u L z zλ − ).228 
Reprinted from J. Jamnik, J. Maier, S. Pejovnik, Electrochim. Acta, 44 (1999) 4139–
4145. Copyright © 1999 with permission from Elsevier. 
 

According to the superposition theorem of system theory for 
linear responses, this response to a step-function in the current can 
be employed to deduce the impedance behavior. As regards a 
qualitative discussion, one can adopt the above description by just 
replacing short/long times by high/small frequencies. Quantita-
tively the impedance is given by a Laplace transformation of Eq. 
(64) (or equivalently by applying Kirchhoff’s laws to the 
equivalent circuit (Eq. (63))) with the result 

 
2
eon

2 2 2 2 2 2
eon ion

1 j1 j 1 jˆ = .
1 1 1

R
Z R R

R R
δ

δ

ωτωτ ωτ
ω τ ω τ ω τ

∞ ⊥
∞ ⊥

∞ ⊥

−− −
+ +

++ + +
 (65) 

 
The dc and ac responses are compared in Figures 38 and 39.229 
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The more accurate relationships obtained from the underlying 
microscopic current equations are discussed below (see Section 
III.3.iii). There we will see that the impedance that describes the 
stoichiometry polarization is composed of a so-called Warburg 
behavior (linear increase with a slope of 45° followed by a 
semicircular behavior, see Figure 39). Figure 37 shows an 
experimental example that comes close to the ideal situation. The 
detailed behavior around the maximum is also in accord with the 
precise treatment (see Section III.3.iii). 

In many examples, however, impedance features have been 
observed that deviate from the description in Figures 38 and 39; at 
low frequencies, e.g., slopes larger than 45° can often be found (cf. 
Figure 40). The deficiency of the above considerations becomes 
obvious if we proceed from a mixed conductor to a pure ionic or 
pure electronic conductor and compare this with the result which 
we would expect by restricting to a single carrier right from the 
beginning. If we start with the above approach (Eq. (65)) and let 
the concentration of the nonblocked species approach zero, an 
infinitely large semicircle is predicted that initially exhibits a 45° 
slope but not a steeper one, whereas a 90° slope is expected by 
completely neglecting the counter carrier (pure capacitive behavior). 
The solution of this dilemma lies in the fact that space charge regions 
have to be taken account of in a more precise analysis, and it is the 
ratio of chemical and electrical capacitance that determines the 
crossover from a pure capacitive blocking to a stoichiometric 
blocking effect. A recent quantitative and pertinent treatment is 
given in Ref.228 

What has been ignored so far and will only be briefly 
mentioned is that a stoichiometric polarization is also caused by 
grain boundaries if the ratio of ionic and electronic conductivities 
differs from the bulk value, as it is usually the case.230 Figure 41 
gives a clear example of this. In the general case of blocking 

polarization processes. 
 

electrodes and grain boundaries we expect even two stoichiometry 
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Figure 41. Impedance of an SrTiO3 single crystal (a) and an SrTiO3 bicrystal (b).  
In both cases reversible YBa2Cu3O6+  electrodes were used,230 such that electrode 

Lett., 82 (2003) 2820–2822. Copyright © 2003 with permission from the American 
Institute of Physics. 

 (ii) The Steady-State Response: The Evaluation of Partial 
Conductivities 

Now we wish to consider the electrochemical polarization with the 
help of selectively blocking electrodes (connected with the neutral 
phase at =x L , while = 0x  is the position of the reversible 
electrode contact) on a more fundamental level3,15,210,225,231 and 
refer, to be specific, to a galvanostatic experiment on cells 3 and 4. 

There the ionic current vanishes, that is (for a nonzero  
ionσ ) the driving force ionµ∇ �  must be zero. Because of 

impedances are absent. Reprinted from J. Jamnik, X. Guo, and J. Maier, Appl. Phys. 
x

We start with the steady state. 
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O 2 eonO e e
= 2 = 2 /iµ µ µ µ σ− − −∇ ∇ − ∇ − ∇ ∝� � �  the local electronic con-

ductivity is determined by the total current divided by the local 
change of the electrons’ electrochemical potential and 
simultaneously by the local variation in stoichiometry 
( O Oe 2

= 1/2µ µ µ−∇ ∝ ∇ ∇� ). If the conductivity is approximately 
constant, the electronic conductivity is obtained from the ratio of 
current density and voltage, which is directly obvious from the 
equivalent circuit. More accurately, the partial conductivity is 
derived from the slope of the current–voltage relationship. 

In more detail: As = consti , the  explicit current function 
follows by spatial integration as 

Oe 2
e e

Oe 2
O2e

( )( )
1 1= d = .

4 (0)(0)

LL
i

L F L F
µ

µ

µµ σ σ
µ µ

−

−
− −

−

− ∫ ∫
i

i

i

 (66) 

 
Herefrom the electronic conductivity is precisely arrived at  
by differentiating the current with respect to the oxygen potential  
at the contact of the blocking electrode ( =x L ). As 

e eO O O2 2 2
( ) = (L Lµ µ∂ ∂ i i

                                       
e

/ = / .i U Lσ −∂ ∂  (67) 

In the case of the asymmetrical cell considered, the voltage 
variation leads to an one-sided extension of the O2

P  range, and the 
detailed evaluation of the correct voltage relation contains easily 
extractable information on partial conductivities. This is obtained 
as follows: If the O2

P  dependence is a power law ( N
'

Pσ ±
⋅ ∝ ), 

Eq. (66) directly leads to 
 

 eon he
4 4

= (0) exp 1 (0) 1 exp
4 '

RT NFU NFU
i

NFL RT RT
σ σ ⋅+ − + − −
⎧ ⎫⎡ ⎤ ⎡ ⎤⎛ ⎞ ⎛ ⎞
⎨ ⎬⎜ ⎟ ⎜ ⎟⎢ ⎥ ⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦ ⎣ ⎦⎩ ⎭

 (68) 
 
from which the partial conductivities can be obtained and which 
takes the Wagner–Hebb form for = 1/4N , i.e., for predominant 
ionic disorder. The behavior for 1/4N ≠  is studied in Ref.58,234–237 

 

− −

d

( ) − µ (0)) = −4∂(µ (L) − µ (0)) = −4F∂U ,  it
follows that: 

where it is also described how to proceed if power laws are not valid. 

h ; e
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Figure 42. Steady-state results of a Wagner–Hebb polarization of Y-doped ZrO2 or 
ThO2 with the aid of the cell ӨN2, Pt⎪YSZ or YST|air, Pt ⊕ (left: current–voltage 
curve for Th0.9Y0.1O1.95 (YST), right: partial conductivities for Zr0.9Y0.1O1.95 
(YSZ)).232 Reprinted from L.D. Burke, H. Rickert, and R. Steiner, Z. Phys. Chem. 
N.F., 74 (1971) 146–167. Copyright © 1971 with permission from Oldenbourg 
Verlagsgruppe. 
 
Figure 42 depicts steady-state results of a Wagner–Hebb polarization 
of ( 2 3Y O -doped) 2ZrO  and 2ThO  for which the ideal Wagner–
Hebb relation is valid.232 

The analogous conclusions are arrived at for the ionic 
conductivity in the case of cell 5. The blocking technique can be 
extended in order to de-convolute ionic and electronic conduc-
tivities for a grain boundary of a bicrystal (see Figure 43)236 or 
even in composites.240 In both the cases, the relations are sub-
stantially more complicated because of local inhomogeneities. 
Some of the pitfalls of the Wagner–Hebb technique have been 
described by Riess.241 

In contrast to such asymmetrical cells, in a symmetrical 
polarization cell (cells 4 and 6) variation of the voltage is not of 
great worth, as this only affects the magnitude of the O2

P  variation 
around the mean value. (The corresponding current voltage 
relations are discussed in Ref.242,243). Nonetheless a mean value of 

eonσ  can be referred to the O2
P  in the unpolarized state. Repeating 

the polarization experiment with different initial states, allows one 
to extract reliable information about the stoichiometry dependence 
provided the polarization voltage is sufficiently small. This is 
treated in greater detail in Ref.244 Figures 44 and 45 show the 
evaluation of the ionic conductivity of the high temperature 
superconductor 2 3 6YBa Cu O x+  and the evaluation of the electronic 
conductivity in the mixed conductor Fe-doped 3SrTiO  obtained from 
symmetrical polarization cells. 
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 Figure 43. Temperature dependence of total and partial conductivities of 
(a) bulk and (b) grain boundary111 in a 0.016 wt% Fe-doped SrTiO3 
bicrystal at about 2.0 Pa oxygen. The lower electronic and the much lower 
ionic grain boundary values are due to Mott–Schottky layer (see Part I, 
Section V).233 Reprinted from X. Guo, J. Fleig and J. Maier, J. 
Electrochem. Soc., 148 (2001) J50–J53. Copyright © 2001 with 
permission from The Electrochemical Society, Inc. 
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Figure 44. The steady-state voltage of an electron-blocking 
experiment on YBa2Cu3O6+  allows the determination of its 
ion conductivity as a function of temperature and the 

11,238 Reprinted 
from J. Maier, P. Murugaraj, G. Pfundtner, W. Sitte, Ber. 

permission from Deutsche Bunsen-Gesellschaft für 
Physikalische Chemie. 

Figure 45. The steady-state voltage of the ion blocking experiment on SrTiO3 
allows one to determine the partial electronic conductivity. The experiments 
succeed without encapsulation, simply on the basis of inhibited exchange kinetics 
(in contrast to Figures 44 and 46).11,239 Reprinted from I. Denk, W. Münch, and  
J. Maier, J. Am. Ceram. Soc., 78 (1995) 3265–3272. Copyright © 1995 with 

x

assignment to an oxygen partial pressure.

Bunsenges. Phys. Chem., 1350–1356, (1989) 93, © 1989 with 

permission from “The American Ceramic Society”.
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The polarization methods are generally more tricky to apply 
for conducting oxides than it is, e.g., for silver conducting silver 
halides, as the blocking of oxygen exchange requires a careful cell 
design. As in the case of asymmetric Wagner–Hebb cells the use of 
a small exhaustible gas volume at the minus pole (flushed with Ar) 
instead of a blocking electrode results in a suppression of an 
oxygen ion current, too, since in the steady-state oxygen cannot be 
supplied232 (see figure above). As, however, now the exchange 
processes at the boundaries are reversible, the boundary condition 
of a zero concentration gradient, which usually allows for a 
straightforward evaluation of Dδ  from the instationary behavior, is 
not fulfilled here and the evaluation more complicated. For that 
reason the application of two-sided blocking cells have been more 
popular in the case of oxides.217,238,245 A serious experimental 
complication consists in the following point: Unlike in the case of 
metal ion conductors, the lateral parts of the sample have to be 
protected against oxygen access as well, unless one uses extreme 
aspect ratios. Otherwise too high apparent steady-state conduc-
tivities are measured as verified in the case of 2 2 2 8Bi Sr CaCu O δ+  
(Figure 46).246 

An elegant variant of the method has been used for 3SrTiO  
where all these problems have been overcome by working in the 
kinetic regime in which the electrode and surface reactions are 
completely hindered.247 Special electrodes as well as special 
protecting coatings are not necessary (see Figure 45). For more 
details the reader is referred to the Ref.248 

As already mentioned, the formal transition to the frequency 
domain does not offer problems, yet in most cases the experimental 
application of impedance spectroscopy for evaluating the stoichio-
metric polarization is not of great worth as the frequencies used in 
the impedance experiments (as shown in Figure 44) are too high to 
observe the diffusion. Nonetheless, in such cases a combination of 
dc and ac methods is helpful, as the impedance branches which 
include bulk and boundary effects of 2ZrO  can be used to correct 

ion ZrO2
R R+ Σ ;  initial value: ZrO2

R R∞ + Σ ).249

short stoichiometric relaxation times (see Section III.3.iii) the 
polarization can be followed by impedance or even a dc limit 
extracted from it; Figure 37 gave such an example. 

 

 Only in cases of very 
the steady-state value of the dc experiment (steady state: 
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Figure 46. The steady-state voltage of an electron-blocking 
experiment on Bi2Sr2CaCu2O8+δ (upper curve: nonsealed cell; 
lower curve: sealed cell) shows the necessity of a lateral coating 
(only the lower curve corresponds to true ionic conductivities).246 
Reprinted from M. Quilitz and J. Maier, J. Superconductivity, 9 
(1996) 121–127. Copyright © 1996 with permission from Kluwer 
Academic Publishers (Springer). 

(iii) The Instationary Behavior: The Evaluation  
of the Chemical Diffusion Coefficient 

Now let us discuss the evaluation of the chemical diffusion 
constant Dδ from the transient behavior.3,58,210 For this discussion 
we assume sufficiently small signals, as to be able to neglect 
stoichiometry dependencies and thus positional dependencies of 
the transport parameters eon ion,σ σ , and Dδ. 

As basic ambipolar theory210,225 shows (cf. Part 2I , Section 
VI.3.iv), in the interior of the sample the flux densities kj  are a 
combination of an ohmic term and a stoichiometry term. In the 
case of a mixed (O2– –

chemical reactions), k (k = eon,ion)j  is given by 

                          k
k k=

2
ij D c
F

δσ
σ

− − ∇  (69) 

where 

                        eon ion O
2

O

d1=
d4

D
cF

δ σ σ µ
σ

 (70) 

is composed of an inverse chemical resistance ( eon ion )σ σ
σ∝  and an 

inverse chemical capacitance ( Od /d )cµ∝ . The total current 
density is then 

/e ) conductor (in the absence of internal defect 
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2eon O

2 O OO e2 2
= = .

2 4 4
i

F F F F

σσσ σµ µ µ µ
−

− −∇ − ∇ ∇ + ∇� �  (71) 

According to Appendix 1 the cell voltage is determined by the 
electrochemical potentials of the electrons at the terminal leads 
under the above assumptions. Their difference is proportional to 
the difference of the eµ� - values at = 0x  and =x L  up to constant 
resistance contributions stemming from processes in or at the 
electrode. This internal eµ�  difference is given by (cf. Eq. (71)) 

     
Oeon ion 2

eon

0

d1= = d .
4 d

L
iU x

F F x

µµ σ
σ σ

⎧ ⎫∆ ⎪ ⎪− −⎨ ⎬
⎪ ⎪⎩ ⎭

∫�
 (72) 

In the cases of the cells 5 and 6 the cell voltage is analogously 
related to ionU  (see Appendix 1), which is determined by the 
difference in the electrochemical potentials of the mobile ions at 

= 0x  and =x L  

            
Oeon 2

ion

0

d1 1= d .
4 d

L

U x
F x

µσ
σ σ

⎧ ⎫⎪ ⎪+⎨ ⎬
⎪ ⎪⎩ ⎭

∫  (73) 

By substitution we can, for small signals, express the voltage in 
terms of concentration differences as 

    O O
eon, ion 0

eon, ion

c ( = , ) ( = 0)
( ) = 2 .

x L t c xiLU t FDδ

σ σ
−∓  (74) 

This concentration difference can be obtained by solving Fick’s 
second law under the appropriate boundary conditions of constant 
concentrations or concentration gradients. The initial values are 
determined by the constant concentration profile in the case of the 
polarization, and by the linear steady-state profile (linear in this 
simplest approximation) in the case of the depolarization. The 
relevant solutions are given in Appendix 2. The desired U(t) 
functions of the polarization cells 3 and 4 simplify for long and 
short terms to 

pion
2

eonp
eon

pion
3/2

eon

81 exp /2
=

4 /2

i L t t
i L

U
i L t t

δ
δ

δ
δ

σ
τ

σ σ τπ

σ σ
τ

σ σ τπ

⎧ ⎧ ⎫⎡ ⎤⎪ ⎪− − ≥⎪ ⎨ ⎬⎢ ⎥
⎪ ⎪⎪ ⎣ ⎦⎩ ⎭+ ⎨

⎪ ≤⎪
⎩

         (75) 

with the steady-state value eon p eon= /V i L σ . The results for cells 5 
and 6 are symmetrical to Eq. (75) in exchanging eon by ion and 
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vice versa. The relaxation time δτ  for cell 3 is 2 24 /( )L Dδπ  and 
2 2/( )L Dδπ  for cell 4. In other words: concerning the instationary 

behavior the most essential difference of applying two blocking 
electrodes instead of one, is that the polarization occurs four times 
faster. The comparison with Eq. (64) reveals that—besides the 
appearance of 28/π  instead of 1—for long times (i.e., finite boundary 
conditions) the U(t) function indeed corresponds to the naive capacitor 
picture given above. As eon ion= ( )C R Rδ δτ + , the chemical 

δ  follows from Eq. (70) as 

                  
12

O
2

O

d(4 or 1 )= 4 .
d

C F L
A c
δ µ

π

−
⎛ ⎞×
⎜ ⎟
⎝ ⎠

 (76) 

This materials-specific term is proportional to the inverse of the 
thermodynamic factor and measures the increase of particle 
number density with chemical potential (while the electrical 
capacitance measures the increase of charge with electrical 
potential). For short times at which the profile near one electrode 
does not yet perceive the influence of the second one, the result is a 

t -law, and obviously differs from the heuristic approach. Thus 
more correctly one has to replace Cδ  by a Warburg-type 
capacitance as already discussed above (for a more exact 
description cf. Part I2, Section VI.7). Figure 45 shows a kinetic 
analysis for 2 3 6YBa Cu O x+  for the short- and the long-time 
behavior in the time domain yielding identical Dδ  values. (Note 
that in these figures different symbols have been used for Dδ

The steady-state voltage ( )p

eon , ioneon,ion = i LV σ  refers to the steady-
state voltage at the chemical capacitor ( )Cδ  and corresponds to the 
Nernst-value Oe 2

( )µ µ−∆ ∝ ∆� . 

 

capacitance C

The depolarization behavior is derived in the same way 
(Appendix 2). Figure 47 shows both the polarization and depo-
larization transients of a blocking experiment on PbO (orh.) cha- 
racterized by consistent diffusion values. As already stated, only

.) 
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Figure 47. The time-dependence of both the polarization and the depolarization 
voltage (galvanostatic mode) of a symmetrical blocking cell applied to PbO (orh.) 
allows the determination of the chemical diffusion coefficient (here denoted by 
D∗).15,217 Reprinted from J. Maier, Solid State Phenom., 39/40 (1994), 35–60. 
Copyright © 1994 with permission from Trans Tech Publications Ltd. 

 
δτ  (large Dδ

2Ag Te

4. Chemically Imposed Gradients 

(i ) Chemical Polarization and Concentration Cell Experiment 

The same stoichiometric gradients can also be generated by 
varying the gas composition in cell 1. Let us assume that two 
electrode chambers are isolated from each other and the oxygen 
partial pressure in one chamber (say at =x L ) is suddenly 
changed. We also assume the electrode reactions and the surface 

for samples with very short , small L) the stoichio-
metric polarization can be conveniently observed by impedance
spectroscopy. The  example in Figure 37 discussed in Section 

behavior for negligible space charge effects.

exchange at the electrode contact to be very fast, while the 
uncontacted surfaces are sealed or inactive. The concentration 
profiles in the interior can then be calculated from Fick’s second 
law with fixed concentrations on both sides as boundary condi-
tions. The solutions are given in Appendix 3 (see also Ref.250). The 

III.3.i fulfilled this requirement and also revealed the theoretical
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transient may be followed, e.g., by conductance experiments (given 
Dδ. 

As the cell voltage is determined by the boundary values only, 
it is at all times given by the zero-current value of Eqs. (72) and 
(73). Using electronic probes the result is209 

                               ion ( = )= ln .
4 ( = 0)
RT P x LU

F P x
σ
σ

− 〈 〉                     (77) 

(Deviations from Eq. (77) that are due to surface effects should 
allow conclusions on effective surface rate constants). The more 
detailed derivation has been given in Section II.2 (Eq. (35)). In Eq. 
(77) the ionic transference number has been averaged over the 

O2
P
calculation of the average value on the basis of a detailed defect 
model251 (see Appendix 4). Then the domain boundaries of the P, I, 
N regime can be determined (see Section IV, Part I2). A further 
possibility of a more thorough analysis is to consider the change of 
the emf with changing O2

P  at =x L . 
The steady-state result (Eq. (77)) can be directly used to 

separate ionic and electronic conductivities; the disadvantage of the 
technique is that it presupposes gas-separation. If not special 
measures are taken, it becomes unreliable for the ionic transport 

1%∼
Wagner–Hebb method which is very sensitive to small transference 
numbers. The partial conductivities of PbO shown in Figure 48 
have been de-convoluted by the emf technique just described.3 

The heuristic equivalent to Eq. (77) can also be directly 
derived from the equivalent circuit ion eonPar(Ser( , ), )R C Rδ  if the 
voltage at Cδ  is identified with the Nernst-voltage.3,15 Evidently 

                   ion
ion ion ion

ion

= = =
ER

U E I R E t E
R R

− −
+

 (78) 

with ( )
4 (0)= ln P LRT

F PE . If the cell voltage is measured by ionic probes, 
analogously eon/ =U E t  follows. 

 

-range covered. A more precise evaluation involves the explicit 

number less than . Thus, this method well complements the 

appropriate mobilities) what again enables the determination of 

eon
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Figure 48. The concentration cell experiment together with impedance 
spectroscopy allows one to separate ionic (σ (O)) and electronic (σ (e)) partial 
conductivities of PbO (orh.).252 If YSZ is used to separate the gas chambers (e.g., 

with glass seals) both U and E (i.e., 
( = )

ln
4 ( = 0)

RT P x L

F P x
) can be measured directly. 

Reprinted from J. Maier and G. Schwitzgebel, Mater. Res. Bull., 17 (1982) 1061–
1069. Copyright © 1982 with permission from Elsevier. 
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The symmetrical reversal of the above chemical polarization 
experiment is the sudden replacement of the oxygen partial 
pressure on =x L  by the original one: Then the concentration 
profiles decay by chemical depolarization (allowing again for a 
measurement of Dδ ). If, however, the gas flow at that gas 
chamber is just stopped, the gas pressure equilibration takes more 
time in that it not only affects the sample volume but also the 
volume of the gas chamber. This directly connects with the 
permeation technique described in the next section. 

(ii ) Oxygen Permeation 

The permeation technique as discussed in the context of 
permeation membranes in Section II.2, can also be used to 
determine diffusion coefficients and minority conductivities (in 
fact ion eon= /δσ σ σ σ ), /D Cδ δ

δσ∝  by evaluating the transients, 
δσ  by measuring the steady-state oxygen flux that is given by (see 

Eq. (34)) 
eon ion

O O O
cell cell

1 1 d .
L L

δ σ σ
µ

σ∫ ∫                (79) 

As the oxygen partial pressure ratio, and hence Oµ∆ , is known, the 
ambipolar conductivity is readily determined from the flux. This 

Dδ

evaluating the delay time231) to derive the thermodynamic factor 
(i.e., the chemical capacitance). 

As described in Section II.2 variants of the permeation 
techniques use systems in which electronic and ionic pathways are 
locally separated, e.g., an ion conductor which is internally short-
circuited by percolating metallic inclusions (or materials in which 
grain boundary and bulk possess different conductivity types (e.g., 
nano- 2CeO )). In all these cases the permeation flux is determined 
by the lowest partial conductivity. 

 

(iii ) Zero-Driving Force Method 

A related method to separate electronic and ionic conductivities 
has been extensively discussed by Riess.253 As in the previous 

knowledge can be further used to calculate the partial con-
ductivities, and by knowing  from the transient (i.e., by also 

                       j D∝ ∝dc
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are now short-circuited by the outer circuit and the short-circuit 
current is measured. The very high electronic conductivity of the 
outside part of the circuit, nullifies the electrochemical potential 
difference of the electrons eon eon eon( = )i i σ µ∝ ∇ � . Then, there is 

eoni  
in the sample is zero and only an ionic current flows through it. 
This ionic current is proportional to both ionσ  and the chemical 
potential gradient O 2 eon 2 OO O 2

( 2 = 1/2 ln )Pµ µ µ µ− −∇ ∇ − ∇ ∇ ∝ ∇� � ��  
allowing ionσ  to be determined from i and O O2 2

( = 0)/ ( = )P x P x L . 
It is instructive to compare this to a blocking experiment for which 

eoni  disappears due to the boundary conditions (but eon 0σ ≠ ) or to 
a solid electrolyte cell in which the electronic current is zero as a 
consequence of eon = 0σ  (but eon 0)µ∇ ≠� . 

(iv) Chemical Relaxation 

Even though 0Dδ  can be determined from the transients of a 
chemical or electrochemical (de-)polarization (see Section III.4.i), 
it is usually simpler to employ a chemical relaxation,254 i.e., to 
chemically change from one homogeneous situation 1( = )P P  to 
the next homogeneous situation 2( = )P P . Consider again cell 1 in 
equilibrium with 1P  where σ  has been determined 1( ( ))Pσ , and 
change suddenly the oxygen partial pressure to 2P . The transient 
into the new equilibrium state can be followed by a signal that is an 
unambiguous function of the defect concentration, usually it is 
proportional to it. Examples are the time-change of the overall 
conductance parallel or in series to the mass-flow 

                   1 ( )d orR c x x− ∝ ∫&                (80a) 

                                    1(x)d .R c x⊥ −∝ ∫                (80b) 

The analytical solution follows from Fick’s second law for the 
boundary conditions 2( = 0, ) = ( = , ) =c x t c x L t c  and the initial 

also no driving force for the internal electronic current. Hence, 

section a stationary chemical gradient is imposed, here, however, 
the electronic current flows via external leads. The two electrodes 
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Figure 49. The mean resistivity response on a sudden partial pressure step yields 
the chemical diffusion coefficient of YBa2Cu3O6+x over the corresponding O2

P  
range. For a more defined activity correlation see Ref.15,244,255 Reprinted from  

permission from Trans Tech Publications Ltd. 
 

condition 1( , = 0) =c x t c . Appendix 3 gives the detailed solution 
also for the case of surface hindrance.250 The value of the chemical 
relaxation consists in its simplicity and the possibility to use a 
variety of detection methods such as optical absorption (note: the 
integral absorbance is proportional to dc x∫  if the light beam is 
perpendicular to the interface), EPR, NMR, IR, gravimetry, etc. 

An example of an electrically followed chemical relaxation is 
displayed by Figure 49. According to the diffusion laws (Appendix 
3), for long times the mean resistivity follows an exponential 
behavior, the time constant of which (slope of the logarithmic 
representation) is given by Dδ  and L. Such an integral technique 
can also be evaluated in the mixed kinetic regime where both 
surface and bulk effects constitute. However, the deconvolution of 
surface and bulk processes is not always unambiguous, while in the 
case of a spatial resolution, as achieved by the optical technique 
(see Figure 50), this distinction is very clear. 

Figure 50 shows three examples for (different) kinetic situa-
tions in which bulk diffusion, surface reaction, and transport across 
a grain boundary are the sluggish steps. Nonetheless, the other 
parameters can also be evaluated. This becomes especially clear 
from the top figure, where the nonunity intercepts reveal surface 
effects. Similarly, the nonzero bending of the profiles in the other 
two figures indicates transport resistances. 

 

J. Maier, Solid State Phenom., 39/40 (1994) 35–60. Copyright © 1994 with 
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Figure 50. Snapshots of oxygen incorporation experiments in Fe-doped SrTiO3, 
recorded by in situ time and space resolved optical absorption spectroscopy.256 Rhs 
column refers to the corresponding oxygen concentration profiles, in a normalized 
representation. Top row refers a predominantly diffusion controlled case (single 

bottom row to transport across depletion layers at a bicrystal interface.257,258 For more 
details on temperature, partial pressure, doping content, structure see Part I and Ref.257–259 

 
A major advantage of the chemical relaxation method is that a 

successive change of the partial pressure allows the detection of Dδ 
as well as of the properties measured in the homogeneous states 
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crystal), center row to a predominantly surface reaction controlled case (single crystal), 

Reprinted from J. Maier, Solid State Ionics, 135 (2000) 575–588. Copyright © 2000 
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(e.g., σeon/σion) as a function of composition (or O2
P ). Such a step-

by-step variation of the composition can also be achieved 
electrically by Coulometric titration. 

5. 

In this technique the stoichiometry is changed by a current flow 
through cell 7. The current through the oxygen ion conductor is 
necessarily an O2– flow which is converted into an electronic flow 
already within MO or at the latest at the MO/C boundary. This is 
connected with the incorporation or excorporation of neutral 
oxygen. There is of course no stationary case and the corres-
ponding impedance spectrum corresponds to a capacitive behavior 
(no dc intercept). By interrupting the current after a given time 
period, the stoichiometry of MO209,260 can be very sensitively 
varied, and measured by recording the open circuit potential. The 
emf is zero if the O-content corresponds to phase equilibrium with 
the outer 2O  partial pressure (maximum O content): 

      
( ){ }

( ) ( ){ }
1 2 1max

2 1 2 1

emf C MO YSZ Pt,O

= emf O , Pt MO YSZ Pt,O = 0

P

P P

δ+
        (81) 

It is tacitly assumed that there is no higher oxide stable at this 
temperature. If the minimum O-content is reached, M is about to 
be formed (or, what we ignore here, alternatively a lower oxide) 
and the emf is given by the free formation enthalpy of the oxide 
(see Chapter 2) 

       
( ){
( ){ }

1 2 1min

1 2 1 f 1min

emf C MO YSZ | Pt,O

= emf M MO YSZ Pt,O G( )

P

P P

δ

δ

+

+ ∝ ∆
           (82) 

The technique obviously allows one to measure the stoichiometry 
range and also the free formation enthalpy. The actual non-
stoichiometry within the phase-width can be directly calculated 
from the defect model. As discussed in Part I, for a simple ionic 
disorder the nonstoichiometry δ  is a sinh-function in the differ-
ence of the chemical component potential to the value of the 
stoichiometric point ( = 0δ ) (see Part I,2 Section IV). Owing to 

}

Coulometric Titration 

1+δmax
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Figure 51. (a) Dependence of oxygen content in La1.95Sr0.05CuO4+δ on 
2Olog P  at 

800 … 1000°C. The broken lines represent the decomposition partial pressures.261 
Reprinted from H. Kanai, J. Mizusaki, H. Tagawa, S. Hoshiyama, K. Hirano,  

Copyright © 1997 with permission from Elsevier. (b) Coulometric titration of α-
Ag2Se and derived phase width.262 Reprinted from U. von Oehsen and  

with permission from Deutsche Bunsen-Gesellschaft für Physikalische Chemie. (c) 
A simple statistic model for the thermodynamic factor (w) of YBa2Cu3O6+x (solid 
line) partly obtained by Coulometric titration.263,264 The results are in good 
agreement with predictions from a simple statistical model.265,266 In the tetragonal 
phase (x < 6.5)w = 2(6+x)/(x(2 – x)) and in the orthorhombic phase (x ≥ 6.5)w = (6 + x)/ 
x(1 – x). From Ref.266 
 
Nernst equation this then also holds for the variation in the emf. 
The stoichiometric point can therefore be calculated from the 
inflection point of the emf versus δ  curve. Since current and time 
can be measured very precisely, at least ppm-resolution is easily 
accessible. According to Nernst’s equation the slope of the emf 
versus δ  curve represents the thermodynamic factor which 
together with the ambipolar conductivity (available from eonσ  and 

ionσ  or directly from the permeation technique) constitutes the 
chemical diffusion coefficient. Figure 51 refers to results obtained 
for 2 4 2 3 6La CuO , YBa Cu O x+  and 2Ag Se . In all cases the fine-
structure of the phase diagram can be evaluated and so can the 
activity dependence of the composition within the phase. In the 
case of 2 3 6YBa Cu O x+  (Figure 51c) the thermodynamic factor263,264 
could even be explained by a simple statistical model265 as in this 
compound the oxygen excess is so high that oxygen interstitials 
and holes can be considered to be largely associated.266 

If the boundary conditions are well-defined—which is not 
always the case here—the transient behavior of the Coulometric 
titration,  i.e., emf(t) allows one to determine Dδ directly. Appendix 
5 details the time behavior of the voltage depending on the 
transference numbers of ions and electrons in the central phase as 
given by Preis und Sitte267 (Appendix 5). 

H. Schmalzried, Ber. Bunsenges. Phys. Chem., 85 (1981), 7–14. Copyright © 1981 

K. Fujita, M. Tezuka and T. Hashimoto, J. Solid State Chem., 131 (1997) 150–159. 
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In multinary compounds not only the chemical potential of an 
elementary component,268 but also the chemical potential of a 
binary component can be varied. One example is the variation of 
the 2Na O  activity in 2 6 13Na Ti O  as described in Ref.269 

As already mentioned in the beginning of this text (almost) 
every experimental technique described here has its technological 
counterpart. In the case of Coulometric Titration, this is the 
intercalation process in secondary electrodes treated in Section 
II.3.ii. The technological counterpart of what remains to be 

with general aspects on equilibrium cells quite extensively already 

to only very few remarks. 

6. Thermodynamic Data from Electrochemical Cells 
Involving Solid Electrolytes 

eonσ

Emf cells are standard tools to elucidate thermodynamic forma-
tion data. Table 9 gives various examples (the underlined compounds 
are the ones for which thermodynamic data have been measured). 

In order for an emf to be completely defined, the phase rule 
must be obeyed for each electrode side. Cells involving ideal solid 
electrolytes ion( = 1)t  can be usually measured over a wider tempera-
ture range and are hence convenient means to deduce thermo-
dynamic data such as formation enthalpies and formation 
entropies. The cell given in Eq. (82) 
                                      ( )2 O2

M MO YSZ Pt,O P                    (83) 
 

cells relies on chemical asymmetry and a zero i n the electrolyte 
rendering possible the fact that there can be an electrochemical
potential gradient, i.e., a nonzero cell voltage without having a
current. 

discussed in the next section, are the emf sensors. Since we dealt 

in the application part (Section II.3.i), we will restrict ourselves 

As pointed out in Section II.3.ii, the key principle of the galvanic 
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By an independent measurement of the specific heat over a 
wide T-range down to very low temperatures, a complete data set 
can be obtained for all the temperatures of interest. If the sample 
for which the thermodynamics is to be studied is a pure ionic 
conductor itself, a most simple cell can be used, such as 

                                 
2Ag AgCl Pt,Cl  (84) 

in the case of AgCl. In Section II.1.iii we considered a 2CO  sensor 
cell, which—when CO2

P  is known—can be used to elucidate the 
thermodynamic data of ternary oxides such as 2 3Na ZrO  (cf. 
Ref.42). The cell reads 

3 2 2 2 3NaZrO , ZrO , Au Na- -alumina Au,CO , Na COβ  (85) 

with the cell reaction 
                    2 3 2 2 3 2Na CO ZrO Na ZrO CO+ +U  (86) 

from which 
2 3f Na ZrOG∆ D  can be obtained. If reversibility of the 

electrode reaction is guaranteed, also more complex conditions can 
be analyzed such as the mixture thermodynamics of a highly 
multinary system such as Nasicon 1 2 3 12(Na Zr P Si Ox x x+ − , cf. Figure 
52), or the excess free energy of nanocrystalline constituents.272–275 

Exploiting the reversibility of the lhs electrode, the cells 

2 2 6 13 2 2

2 6 13 2

O , Na Ti O ,TiO (rutile) -alumina TiO (anatase),
Na Ti O ,O

β
 (87) 

2 2 6 13 2 2O , Na Ti O ,TiO (rutile, = ) -alumina TiO (rutile, ),r r∞ β
(88) 

can be used to study the stability rutile versus anatase as a function 
of grain size (r) and thus, e.g., to evaluate the interfacial energies 
and entropies. 

Also the thermodynamics of nanocrystalline silver have been 
studied by cells of the type 

                           Ag(nano) AgCl Ag (micro).  (89) 

Here, however, unlike binaries or multinaries, the emf is inherently 
unstable273,274 as the same processes allowing for an excess emf to 
be measured are also allowing for sintering and grain growth 
(electrochemical Ostwald ripening275,273). In addition, there has to 
be paid attention to the fact that the emf refers to the excess 
chemical potential of silver directly at the electrode/electrolyte 
interface.273  

2 6 13 2Na Ti O ,O
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Figure 52. The free enthalpy of mixing of the 

1+xZr2P3–xSixO12

function of composition.272 The shape of the 

two phase system at T < 615 K. Reprinted from 
U. Warhus, J. Maier, and A. Rabenau, J. Solid 

1988 with permission from Elsevier. 
 
In extension of the previous sections dealing with transport 

properties, the following chapters will consider more complex 
cases, in particular complications in defect chemistry, geometry, 
microstructure, and spatial distribution. 

7. Modifications in the Evaluation of Electrochemical 

The above sections assumed the presence of one electronic and one 
ionic carrier. Ref.  considered explicitly the implications of 
a more general defect chemistry in which several types of carriers 

St. Chem., 72 (1988) 113–125. Copyright © 

curves indicates the stability of a thermodynamic 

Measurements Due to Internal Defect Reactions 

3,15,59,226

 (y = x/3) obtained from emf measurements as a 
)(Nafast ion conductor Nasicon 
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are in local annihilation and generation equilibrium such as the 
change of the valence states of ionic carriers by association with 

not considered; in these cases the rate constants of these reactions 

an academic exercise, as many solids have been shown to be 
seriously affected by such complications. One example is the 
occurrence of O ,O ,O'' x

i i i , all with different mobilities, in 
2 3 6YBa Cu O x+

hydrogen species H ,H , Hx '
i i i  in proton conductors. Let us consider 

the presence of mobile 2O ,O− −  and OD  centers and concentrate on 

transformation).3,15

the total oxygen flux reads3,59,226 

                   
2 OO

O OO

2
= c

2
i

j D
F x

δ
σ σ

σ

−− + ∂
− −

∂
 (90) 

with Dδ  being now given as 

( )( )2eon

2
OO O O

O O
O

2 d1= 2 4 .
4 d

D s
F c

δ
σ σ σ σ µ

σ
σ

−− −

−

⎡ ⎤− +
⎢ ⎥+ +
⎢ ⎥
⎢ ⎥⎣ ⎦

 (91) 

In 2O O O O

O

O O

O

= ; = ,
i i

i

s

D D

σ σ σ σ σ σ− ⋅⋅ − ⋅

× ×

∨ ∨

∨

+ + ∝

+ ; O O( d /dcµ∝

      OO O

O O O

ei h

h ei

d
= 4 = 4 .

d
'' '

'' '

RT RT
c c c c c

χχ χχµ ⋅⋅

⋅⋅

∨⋅

⋅ ∨

⎛ ⎞⎛ ⎞
⎜ ⎟⎜ ⎟+ +⎜ ⎟⎜ ⎟⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠

 (92) 

The k
corresponding conservative ensembles according to 

                                  
{ }

= k
k

k

c
c

χ
∂
∂

 (93) 

{k} {O}( =c c  or {e}c  in the case of the excess particles ( )O ,e'' 'i , or 
{O}c−  and {e}c−  in the case of missing ( )O ,h⋅⋅ ⋅∨

{O} {e}= /2c c−

 the thermodynamic factor 
from the simple case and is given by

), too, is different 

'' '
i(O ,e ) , approximately represent the total ionic and electronic 

electronic carriers. (The case that the internal reactions are slow is 

changes of the evaluation formulas occur. This is by far not only 

, another is the occurrence of different mobile 

 Summing up the individual flux–force relations, 

χ -terms refer to differential defect fractions defined via the 

 particles; 
 is proportional to the oxygen excess). These - 

parameters can be calculated from the defect chemistry. 
χ

would appear explicitly.) In such a qualitative case , i.e., structural, 

 Eqs.  (90)  and  (91), 

If the carriers used for the explicit formulation in Eq. (92), 

the time-domain (the frequency behavior follows from Laplace

'' '



Solid State Electrochemistry II: Devices and Techniques 111 

obviously be considered to be activity corrections. 
If we exclude associates totally, the result 

  
O O O O O

O
O O O O

c ln
1 = = 1 = 1 ,

ln

''
i

''
i '' '' ''''

i i i

c c c c

c c c c
χ

⋅⋅⋅⋅∨ ∨ ∨ ∨⋅⋅ ⋅⋅∂ − ∂ ∂ ∂
− − −

∂ ∂ ∂
 (94) 

leads, because of OO i
ln = ln ''c c⋅⋅∨∂ −∂  (on account of the Frenkel 

equilibrium), to the simple relation (but already more general than 
Eq. (70)) 

                        
OO

O O

1/ = .''''

''

c
c c

χ
∨⋅⋅

⎛ ⎞+⎜ ⎟
⎝ ⎠

 (95) 

diffusion of oxygen even if eon = 0σ , simply by a neutral oxygen 
flux but also by a counterflux of 2O −  and 2O− . The modifications 
referring to the O Od /dcµ
strong influence on Dδ 59,276 (see also Part I). In 3SrTiO  and YSZ 
contaminated with redox-active impurities the relevant internal 
interactions are dynamical trapping effects due to these impurities 

δ

effect.277

O Od /dcµ , is not a trivial association or doping effect. It is even 
present if δσ  is not affected (as for YSZ). While these points have 

2

Section VI.4.ii in Part I and Ref.3,15,226,276 for more details). 
It can be easily shown that the analysis of transients differs in 

Dδ

the internal cell voltage (cf. Eqs. (72) and (73)) for cells 3, 4 and 
cells 5, 6, respectively, has to be generalized to 

 
OO O2

2
eon

0

d21= d
4 d

L
iU x

F x

µσ σ
σ σ

− −⎧ ⎫+⎪ ⎪
−⎨ ⎬

⎪ ⎪⎩ ⎭∫  (96a) 

carrier concentrations (i.e., weak association), the χ -terms can 

i

i

i i

In the presence of reversible trapping, according to the altered
conductivity expression in Eq. (91), there can now be a chemical 

which lead to strong increase of the chemical capacitance and 
 corresponding to this internal buffer hence decrease of D

 Note that this internal buffer effect, which is shown in 

already been considered in Part I,  we now turn to the implications 
for the evaluation formulas of electrochemical techniques (see 

the short-term behavior but not in the case of long-term approxi- 
mation, where 
but of course has a different meaning. 

 can be obtained from the slope as before 

As regards the steady state of the electrochemical polarization, 

 term have been shown to have extremely 
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OO

L

e 2
ion

0

d1= d .
4 d

iU x
F x

µσ σ
σ σ

− −⎧ ⎫−⎪ ⎪
+⎨ ⎬

⎪ ⎪⎩ ⎭
 (96b) 

3,59

                     

{eon}

{eon}

{ion}

{ion}

1 2
(cells 3,4)

/ =
1 2

(cells 5,6)

Bh
L

U i
Bh

L

σ

σ

−⎧ ⎫
⎪ ⎪
⎪ ⎪∂ ∂ ⎨ ⎬−⎪ ⎪
⎪ ⎪
⎩ ⎭

 (97) 

with
OO{e} eon ion ion, 2σ σ σ σ σ σ −−≡ − ≡ + ; 1

{eon} {ion}(1 2 2 )B h h −≡ + + , 

{ion} {ion} {eon} {eon}O O
( 2s)/ , ( 2s)/h hσ σ σ σ− −≡ + ≡ + . One obvious con-

sequence of Eq. (97) is the disappearance of the polarization for 

2O O
,σ− − ,  then U/ = /i L σ∂ ∂ 2O −

accompanied by a counterflux of O−  or neutral oxygen is 
equivalent to an effective electronic flow, and an internal short 
circuit becomes possible without an explicit electronic current. 

relaxation response278–282 of the charge carriers on the jump of a 

4 5RbAg I . In the Zl
bulk semicircle appearing at high frequencies (see Section III.1) 
would be significantly depressed. Such dynamic inhomogeneities 
typically occur in disordered crystals or in glasses. In addition to 

283

284  

∫

8. Dynamic Interactions 

The decisive result for a steady-state stoichiometry polarization,

(if s�σ
large concentrations and diffusivities of neutral  oxygen defects

flux

central carrier have been discussed. This obviously leads to a 

-plot the frequency-dependent conductivity of 

dynamic inhomogeneities static inhomogeneities occur there and 
lead to similar effects.  In the latter case, and in particular 
in the case of heterogeneities, percolation effects are very
important.

 is now  

the long-range transport is important. Figure 53 gives the 

instead of Eq. (67) and its ionic anologue,

); another is that an

the more jumps are counted successfully while for dc conditions only 

In Part I (Section VI.4.i), the consequences of a perceptible 

frequency-dependent bulk conductivity. The higher the frequency 
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 Figure 53. Frequency-dependent conductivity of  RbAg4 I5 
at 129 K. (More precisely 'σ  represents the real part of the 
complex conductivity.) As the continuous line shows, the 
jump–relaxation model in Ref.278–280

behavior in the hopping regime.278 Reprinted from K. Funke, 

1993 with permission from Elsevier. 

Figure 54. Impedance spectra of an AgBr bicrystal285 with the current direction 

(1986) 26–33. Copyright © 1986 with permission from Deutsche Bunsen-
Gesellschaft für Physikalische Chemie. 

 

 

 can well describe the 

Prog. Solid St. Chem., 22 (1993) 111–195. Copyright © 

normal to the boundary. Reprinted from J. Maier, Ber. Bunsenges. Phys. Chem., 90 
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Systems 

We mentioned the effect of atomistic inhomogeneities (corresponding 

In this section, we shall take a serious look at the practically 
important case of inhomogeneities and heterogeneities on a larger 
scale (e.g., microstructural effects). While a continuous distribution 
of relaxation time is reflected by a depression of impedance arcs, 
regions of distinctly different relaxation times being connected in 
series lead to more or less separated arcs, such as in the case of a 
bicrystal with a highly resistive boundary perpendicular to the flux 
density. 

Figure 54 shows a two-point experiment on an AgBr bicrystal 

3SrTiO .) The distinction with regard to electrode impedance is 
possible via four point measurements but also via an evaluation of 
the capacitance as described in Section III.2. 

If grain boundaries constitute high conduction pathways their 
deconvolution is more difficult. An elegant possibility is offered by 
the microelectrode impedance technique described below; another 

and highly conducting effects can even occur in the same material 

identical, simply because of their anisotropic character. One cause 
of anisotropy is the composite nature (interfacial core plus space 

profile itself (in particular if the space charge zone is characterized 
by an inversion layer). Let us assume a resistive core embedded 
into a conductive space charge zone. If the current flows in the 
perpendicular direction, then the core resistance is dominating Ẑ ⊥ , 

in a current flowing along the boundary the roles are exchanged 
( Ẑ &

 
charge contributions are different as in the first case, the more 
resistive parts of the profile prevail while in the last case the least 
resistive parts dominate. In polycrystalline materials “serial bound-
aries” are most important for the resistive effect while “parallel 
boundaries” are decisive for the case of enhanced conductivity. 
The “brick layer model” (Figure 55) offers a first approximation of 

 

9. Transport in Inhomogeneous, Heterogeneous, and Composite 

to inhomogeneities in the local relaxation times) on impedance. 

the internal interface. (Figure 35 shows another example for 

is the grain size variation. In polycrystalline materials, blocking 

at the same time; this can even happen if all grain boundaries are 

charge regions), another is the anisotropy of the space charge 

a superposition of these effects. Figure 55 shows the corresponding 

and the space charge contribution hardly has any influence, while 

using Ag electrodes. The low-frequency response is solely due to 

 is dominated by space charge effects). Note also that the space
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conducting boundary zones is only parallel to the impedance of the 
grain interior, as is assumed here, or to the whole grain impedance, 

Figure 55. “Brick layer model” as a simple microstructural model and 
corresponding equivalent circuit. The validity of dashed or dotted curves is 
dependent on the local behavior of the intersections of the grain boundaries. The 
approximation used here refers to the broken connecting line corresponding to a 
blockage of the highly conducting grain boundary paths (e.g., space charge zones) 
by the perpendicular ones (e.g., core region). The factors 4 and 1/2 refer to the 
number of grain boundary contributions per grain (4 parallel and 2 serial half grain 
boundaries) according to Ref.285 Reprinted from J. Maier, Ber. Bunsenges. Phys. 

 
If we calculate the impedance of the brick layer polycrystal by 

taking account of all these pathways112

lines in Figure 55) obtain for the effective complex specific 
conductivity l l 1

m( / )Z L aσ
−

≡  

                   l
l l l l
l l

L L LL L
m

L L L

= .
σ σ β ϕ σ σ

σ
σ β ϕ σ

⊥ ⊥
∞

⊥ ⊥
∞

+

+

&&

 (98) 

The effective terms lσ &  and lσ ⊥  may be broken down into core (co) 
and space charge (sc) contributions, L

L = 1/3β ⊥

L = 2/3β &  in the ideal brick layer model.  
If Lτ τ∞� , Eq. (98) approximately results in at least two 

semicircles in the impedance spectrum. The high-frequency semi-
l l lm LL∞

&

LC⊥  being permeable)) and includes the values of 

depends on the behavior of the intersections of the grain inter- 
faces.) 

 we approximately (dashed

circle is described by σ = σ + (2/3) ϕ σ  (perpendicular bound-
( ary capacitances

Chem., 90 (1986) 26–33 © 1986 with permission from Wiley-VCH. 

is the volume fraction of 285 ϕ
the  grain boundaries (core and space charge zone),  and 

equivalent circuit. (Whether the resistor representing the highly
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Figure 56. Impedance l( )Z  and modulus m( )M  spectra of an AgCl polycrystalline 
sample before and after being annealed.15,285 Reprinted from J. Maier, Solid State 

Publications Ltd. 
 

⊥
frequency semicircle for which l l1 11

m LL L L L L=σ σ β ϕ σ β ϕ σ− ⊥−− ⊥
∞

⎡ ⎤+ +⎣ ⎦
& & .

l 1

1 1
m

L L L L L L

( 0) =
( )

ω σ
σ β ϕ σ β ϕ σ

−

− ⊥ ⊥−
∞

→
+ +& & . 

The real axis intercept represents the dc limit  

Phenom., 39/40 (1994), 35–60. Copyright © 1994 with permission from Trans Tech 

-contributions appear as a low- 

It is instructive to consider Figures 54 and 56 in this context 

(perpendicular grain boundary) results in the diminishing of the 

low-frequency semicircle shrinks during annealing. In strict 
contrast to Figure 54, however, now the high-frequency semicircle 
grows, which is due to the parallel boundary contributions that are 
reduced on annealing. The detailed analysis of the frequency 
distribution or more directly the analysis of the intercepts of the 
M
the dielectric constant to be positionally constant, the sample 
thickness turns out to be the effective thickness for the left-hand 
semicircle; the sample thickness multiplied by the ratio of grain 
boundary thickness to grain thickness is the one for the right-hand 
semicircle. The high-frequency semicircle in the Z -plot varies 

The polycrystal in Figure 56 also shows two semicircles. Again the 
second semicircle while the bulk semicircle remains invariant. 

-plot (Figure 56, see also Figure 36) confirms this. Assuming 

the parallel grain boundaries. The 

both referring to silver halides. Annealing of the bicrystal (Figure 54) 

significantly, whereas the high-frequency semicircle of the 
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Figure 57. In the case of current constriction induced by a partially contacted metal 
electrode (shown by electrical potential lines in the inset; contact in the center, 
separation by an air gap otherwise) the impedance response ideally consists of two 
semicircles. At high frequencies the “air gap” (cf. distance between curved 
electrode and plane surface) becomes dielectrically permeable.286 Reprinted from  

with permission from Elsevier. 
 

The fact that in the case of the bicrystal in Figure 54 the 

very much greater than expected from the width of the boundary, 
while the activation energy is almost equal to that of the bulk, 
points towards a frequently overlooked complication, namely to 

287 
when the crystal grains are not ideally sintered together, if pores or 
second phases are included, and interrupt the lateral conductivity of 
boundaries, as is the case for inhomogeneous electrode contacts. 

If the homogeneous direct current distribution meets an array 
of insulating sites, it becomes channeled and only widens to a homo-
geneous distribution after some distance, what formally introduces 
further capacitative elements and, hence, new effective relaxation 
times. Numerical calculations286 reveal that often, even though the 
current distribution is nontrivial, two semicircles are formed 
(Figure 57 as in the case of a homogeneous blocking). In the 
frequency range of the high-frequency semicircle the insulating 
parts are permeable dielectrically: accordingly, the diameter of this 
semicircle is determined by the ideal bulk resistance ( 1/ )σ∝ . 
However, the dc resistance (i.e., the value at 0x → , i.e., the sum 

effective thickness calculated from the low-frequency semicircle is 

current-constriction effects. Such constriction effects occur

 M C
to C∞ , while 1R −  contributes significantly. (Another example of the 
interplay of parallel and perpendicular boundaries in which even 
different carriers contribute, is given by nanocrystalline 2CeO .55) 

-plot is invariant. This is because  is negligible with respect 

J. Fleig and J. Maier, Electrochim. Acta, 41 (1996), 1003–1009. Copyright © 1996 
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of the two semicircle diameters) is different, but is (as shown by 
1/σ

‡

The constriction effect can also be used purposefully to 
measure inhomogeneities. If point electrodes (of radius b) are 

effects occur on current flow, which lead to the fact that the 
resistance is determined by the immediate surroundings and is 
independent of sample size L (if b L� ). The result of the 
calculation (Appendix 6) is288 

                                  1= (const )R bσ −  (99) 
const = 2π  

for an embedded hemispherical electrode. The technique is 
extremely well suited to measure surface conductance,§ to record 
conductivity profiles (e.g., in polycrystalline materials or in 
inhomogeneous crystals) or to even study electrode kinetics.290–293 

294  
Table 10 compiles multipoint methods named after van der 

Pauw and Valdes, which allow conductivity detection of complex 
geometries. (See specialist Ref.295

Local resolution can also be obtained by frequency variation, 
if a “higher-dimensional” electrochemical chain is constructed 
(analogous to the construction of a field effect transistor)298 such as 

2

Ag | AgClCell 2D =
SiO

Si

 

For further developments to obtain spatial resolution such as scan-
ning “impedance spectroscopy”299 the reader is referred to the 
current literature. 

The above considerations referred to the practically important 
examples of more or less ordered heterogeneities. If we face 
random distribution, usually effective medium and percolation 
theory have to be referred to in order to evaluate the inhomogeneous 
situations properly. However, attention has to be paid to the fact 
that they often require nonrealistic approximations. For more 

                                                 
‡ Provided that morphology does not change. The dependences on 
component potential and doping have to be discussed analogously. 
§ An alternative technique uses guard rings.289 

details see Ref.300 In such cases numerical calculations, e.g., via 
finite element methods are more reliable. 

whereby const = 4 for a circular flat applied electrode; 

Also polarization experiments (see Section III.3) using microelec- 
trodes have been reported.

 (this is then also true for the low- Eq. (99)), proportional to 
frequency arc) and hence exhibits the activation energy of the bulk.  

employed instead of extended ones (Appendix 6), constriction

 for more details.) 
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Related Techniques 

At the end of the discussion of electrochemical measurement 

they then allow the splitting of the conductivities into carrier 
concentration and mobilities. The first method relies on the emf 
formed as a sheer consequence of temperature differences (cross-

16,301,302 
Both techniques in principle bear the potential to distinguish 

between p- and n-type conductors and—if applicable to ion 
conductors—to distinguish between interstitial and vacancy contri-
bution provided the nature of the mobile ion is known. 

In electronics, a well-established procedure to make state-

appropriate junctions (cf. diodes). The transformability of the 
semiconductor experiments to ion conductors suffers from the fact 
that the situation in ion conductors is more related to the situation 
in relaxation type semiconductors than to lifetime semiconductors; 
note that only the latter shows the typical significant electronic 
effects such as in diodes or transistors. Nonetheless setting up ionic 
diodes and ionic transistors may be a worthwhile task for the 
future. (One such attempt to find out the nature of the ionic carriers 
( O''

i  or O
⋅⋅∨ ) in PbO by diode effects, viz. by a contact to the 

vacancy conductive YSZ, has been reported in Ref.217) 

CONCLUSIONS 

In Part II we have seen that electrochemical cells based on solid 
materials are useful for a variety of electrochemical applications 
involving energy and information transformation. Many of these 
applications cannot be replaced by electronic devices and will play 
an increasingly important role in our future life. The same 
principles and cells being operative for electrochemical devices can 
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10. 

IV. 

related to the above methods such as thermoelectric measure-
ments and Hall-effect measurements. Both techniques are ex- 
tremely helpful in combination with conductivity experiments as 

effects in the thermal and chemical flux–force relations), while 

forward for ionic carriers. For more details the reader is referred 
to Ref.

the second technique refers to concentration changes upon appli-
cation of magnetic fields. Both techniques are particularly worked 
out for electronic carriers but are more tricky and much less straight-

ments on the sign of the electronic carriers is establishing the

techniques, let us, however, briefly mention that there are other 
techniques that are not exclusively electrochemical in nature but



also be used for the determination of decisive thermodynamic and 
kinetic parameters. The treatment should have shown that an 
understanding of solid state physics and chemistry is important to 
design and critically evaluate the measurements. They unfold their 
power in particular if combined with each other and with 
alternative solid state techniques such as optical spectroscopy. 

ACKNOWLEDGMENT 

The author is very much indebted to Dr. J. Fleig for helpful 
discussions and critically reading the manuscript. 

phase and the difference in the respective electrochemical 

2O /ion conductor is, on the metal-side, indicated with 1 (on the 
other side of the cell with 8) on the ion conductor side the contact 
is indicated with 2 and 7, respectively. The ion conductor/sample 
contact is denoted by 3 and 6 on the ion conductor side, and on the 
sample-side by 4 and 5. Hence 

i i i i

( ) ( )

(1) (8) (2) (7) (1) (8)
e e O

(2) (7) (1) (8) (2) (7)

22 O OO 2 2

2 2 O OO O 2 2

1 1 1 1= =
2 2 4 4

1 1 1= .
2 2 4

FU µ µ µ µ µ µ

µ µ µ µ φ φ

− − −−

− −

⎛ ⎞− − − −⎜ ⎟
⎝ ⎠

− − − − −  

Owing to 2O
constµ − �  in the ion conductor it follows that 

i i i

i

(3) (6) (4)(3) (6)(2) (7) (3) (6)

(5) (3) (6)

2 2 22 2 2 2 O O OO O O O

2O

= = =

.

µ µ µ µ µ µ φ φ µ

µ φ φ

− − −− − − −

−

− − − + −

− + −  

If the partial pressures on both sides are the same it finally results 
because (3) (2)

Iφ φ φ− ≡ ∆ and (7) (6)
IIφ φ φ− ≡ ∆ that 
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i i ( )2 2 I IIO O

(4) (5)1 1=
2 2

U
F F
µ µ φ φ− −

⎧ ⎫− + ∆ + ∆⎨ ⎬
⎩ ⎭

.  The term in the braces 

A  APPENDIX 1—TERMINAL POTENTIAL DIFFERENCE 

equilibrium for the non blocked charge carrier. The contact metal, 

potentials given in Section III.3.iii on page 94. First, we consider 

Let us prove the relations between the voltage drop over the central 

the symmetrical cell 6 (on page 75) and assume transfer 



we define as 2OU −

I IIφ φ∆ + ∆
conductor samples. Contact resistances occurring at other phase 
boundaries lead to drops in electrochemical potential, in the 
stationary state being proportional to the product of current and 
contact resistance. On the time scale of the stoichiometry 
polarization, electrical bulk processes and charge transfer processes 
behave in a quasistationary manner, with the result that 

= { } IRi iU + Σ… , whereby i refers to all parts outside the sample. 
In the case of electronic electrodes we have to exchange 2O

µ −�  by 
eµ −�  and 2F by F. 

This appendix refers to Ref.210 as far as the interaction-free 
situation is concerned and to Ref.3 if fast internal defect 
interactions are to be included. 

B.1 Switching-On Experiment 

The flux equations for ions, eons read 
eon,ion

eon,ion eon,ion
eon,ion

= ( / x)ij D c
z F

δσ
σ

∗
∗ ∗ ∗

∗ − ∂ ∂  

where eon eon ion ion( / x) = ( / x)z c z c∗ ∗ ∗ ∗∂ ∂ − ∂ ∂ . As we allow for internal 
reactions, we have to formulate these equations in terms of 
conservative ensembles as referred to in Section III.7 (otherwise 
source terms have to be considered) explicitly. Here stars are used 
to mark the quantities that have to be generalized (see also Ref.3). 
If internal reaction coupling is absent, the stars are to be ignored 
and the h-parameters set to zero. 

With the initial condition 0( = 0, ) =c t x c∗ ∗ ,  and the boundary 
conditions ion = 0i∗  (for an electronic electrode), eon = 0i∗  for an 
ionic electrode or, / = 0c t∗∂ ∂  for a reversible electrode one obtains 
with the flux equations and the continuity equation the following as 
solution for the concentration profile: 
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; it refers exclusively to the sample, while 

B  APPENDIX 2—ELECTROCHEMICAL POLARIZATION 

 are the electrical potential drops over the two ion 



1
ion 2

1
eon 2

0

ion

eon

x ( / , x/ ) , (cell 4)

x ( / , x/ ) , (cell 6)
=

x ( / , x/ ) , (cell 3)

x ( / , x/ ) , (cell 5)

t t LL

t t LL
c c

t t LL

t t L
L

δ

δ

δ

δ

ζ φ τ

ζ φ τ

ζ τ

ζ τ

∗ ∗ ∗ ∗

∗ ∗ ∗ ∗

∗ ∗

∗ ∗ ∗ ∗

∗ ∗ ∗

⎧ ⎧ ⎫− − +⎨ ⎬⎪ ⎩ ⎭⎪
⎪ ⎧ ⎫+ − +⎨ ⎬⎪
⎪ ⎩ ⎭− ⎨

⎧ ⎫⎪− +Θ⎨ ⎬⎪ ⎩ ⎭
⎪

⎧ ⎫⎪+ +Θ⎨ ⎬⎪ ⎩ ⎭⎩

 (B1) 

with the abbreviations 
( )p= /(2 )i L FDδζ ∗ ∗  

and 
2 2

2
=0

2 2
2

=0

4 x= (2 1) exp (2 1) cos (2 1)

8= ( 1) (2 1) exp (2 1) sin (2 1) ,2

m

m

m

L

L

tm m m

xtm m m

δ

δ

φ π
τπ

π
τπ

∗ −
∗

∗ −
∗

∞

∞

⎡ ⎤ ⎡ ⎤+ − + ⋅ +⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦
⎡ ⎤ ⎡ ⎤Θ − − + − + +⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦

∑

∑
 
where the time constants δτ

∗  are given by 2 24 ( )L Dδπ ∗  for cells 3 
and 5 and 2 2/( )L Dδπ ∗  for cells 4 and 6. Transformation into 
voltages uses Appendix 1, expresses the electrochemical potential 
difference by the integral ( / )dx xµ∂ ∂∫ � ,  and replaces the integrand 
by the ratio of flux and conductivity of the respective carrier. By 
using the connection between flux and concentration gradient (see 
above) and by linearizing we obtain the connection between 
voltage and boundary concentrations3,15 and hence 

eon,ion
eon,ion ion,eon

( , ) ( ,0)( ) = 2 ,
2

c t L c tiLU t FD
h

δ
σ σσ

∗ ∗
∗

∗

−
+

∓  

p p
eon ion

eon ion

= {1 2 ( / ,0)} for cells3, 4,
2

i L i L
U t t

h δφ τσ σ σ
∗ ∗ ∗

∗+ −
+

 (B2) 

p p
ion eon

ion eon

= {1 2 ( / ,0)} for cells5, 6.
2

i L i L
U t t

h δφ τσ σσ
∗ ∗ ∗

∗+ −
+

 (B3) 

For long times ( /2)t δτ
∗≥  the sum can be approximated by the 

first term and for short times ( /2)t δτ
∗≤  the following 

approximation may be used: 
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/



2 2
2 3/2

=0

8 41 (2 1) exp (2 1) .
m

t tm m
δ δπ τ τπ

−
∗ ∗

∞ ⎡ ⎤
− + − +⎢ ⎥

⎣ ⎦
∑ �  

 

The result is the generalization of Eq. (75) for internal defect 
equilibria. 

B.2 Switching-off experiment 

The boundary conditions for the depolarization are the same as in 
Appendix B.1, but = 0i . The initial condition here is the final 
linear profile in Appendix B.1 with i being the polarization current. 
The result for the concentration is 

p
ion;eon

0

p
ion;eon

(t/ , / ) for cells 3;4,
2=

(t/ , / ) for cells 5;6,
2

i L
t x L

FDc c
i L

t x L
FD

δδ

δδ

φ τ

τ

∗ ∗ ∗
∗

∗ ∗

∗ ∗ ∗
∗

⎧
±⎪⎪− ⎨

⎪± Θ⎪⎩

 (B4) 

and for the sample voltage 

p
eon;ion ion;eon

eon;ion

= 2 ( / ,0)
2

i L
U t t

h δφ τ
σ σ

∗ ∗ ∗
∗

⎧ ⎫⎪ ⎪
⎨ ⎬

+⎪ ⎪⎩ ⎭
 (B5) 

for (cell 3) and (cell 4); (cell 5) and (cell 6). 

C APPENDIX 3—CHEMICAL POLARIZATION

The solution of Fick’s second law with the following initial and 
boundary conditions:303 
 

0
1 2(0, ) = = const; ( ,0) = = onst; ( , ) = = onstc x c c t c k c t L c K∗ ∗ ∗ ∗ ∗ ∗

 
is given by 

1 2 1( , ) = ( ) ;x x tc x t c c c L L δ
ψ τ

∗ ∗ ∗ ∗ ∗
∗

⎛ ⎞
+ − + ⎜ ⎟

⎝ ⎠
 

with 
1 2

2 1
=1

0 1 2

=0

2= ( 1) sin exp

4 (2 1) sin (2 1) exp (2 1) .

n

n

m

x tc c n n nL

x tc m m mL

δ

δ

ψ ππ τ

ππ τ

∞
∗ ∗ ∗ −

∗

∞
∗ −

∗

− − −

+ + + − +

⎡ ⎤⎡ ⎤⎡ ⎤ ⎢ ⎥⎣ ⎦ ⎢ ⎥⎣ ⎦ ⎣ ⎦
⎡ ⎤⎡ ⎤
⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦

∑

∑
  (C1) 
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AND RELAXATION 

ion;eon



For the case of a normal chemical polarization, 0
1 2=c c c∗ ∗ ∗≠ , the 

above-given expression can be simplified and converted into a 
voltage function as in Appendix 2. 

For a chemical relaxation, 0 1
1 2= = ,c c c c ψ∗ ∗ ∗ ∗ ∗≠  simplifies to 

1 2

=0

4= (2 1) sin (2 1) exp (2 1)
m

x tm m m
L δ

ππ τ
∗ −

∗

∞ ⎡ ⎤⎡ ⎤Ξ + + − +⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦
∑ (C2) 

with the result 1 0 1) ( , )c x t∗ ∗ ∗ ∗ ∗Ξ . 
If the rate is not infinite at both surfaces the solution is more 

difficult. For simplicity we neglect internal reactions here. The 
boundary conditions have to be expressed as / =D c x kδ δ− ∂ ∂  

1( (0 or ))c c L− at = 0x  or L; and the solution is given by 
21

0 1 2 2 2
=1

2λ cos( ) 4( , ) = exp
( λ λ) cos

n n

n n n

D tc x t c
c c L

δβ ξ β
β β

∞ ⎛ ⎞−
−⎜ ⎟− + + ⎝ ⎠

∑  

where the nβ -values represent the set of positive roots of 

tan =β β  with 
2

= k L
D

δ

δ  and 2 1xξ ≡ . Finally one obtains for 
the integrated mean value the limiting relations 

1 2 2

0 1 2 2 2
=1

( ) 8 (2 1)= exp
(2 1)n

c t c D n t
c c n L

δ π
π

∞ ⎛ ⎞− −
−⎜ ⎟− − ⎝ ⎠

∑  

for diffusion control, and 
1

0 1

( ) = exp 2c t c k t
Lc c

δ⎛ ⎞−
−⎜ ⎟− ⎝ ⎠

 

for reaction control. 

D Appendix 4—Electrolytic Domain Boundaries 

The expression 1
ion eon ion= (1 / )t σ σ −+  can be written in the form 

N 1
ion = [1 ( / ) ( / ) ]Nt P P P P −

⊕+ +  provided he ,N N
' P Pσ σ−

⋅∝ ∝ , and 

ionσ  is independent of the partial pressure. In this term the partial 
pressures P  and P⊕  represent the domain boundaries between the 
N- and I- and the I- and P-regimes, respectively, i.e., 

ione ( ) = ( )' P Pσ σ  and ionh ( ) = ( )P Pσ σ⋅ ⊕ ⊕ . For P P⊕ �  it 

follows251 that: 
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21

2 1

= ln ln
N NN N

N N N N

P PP PRTE
F P P P P

⊕

⊕

⎛ ⎞++
+⎜ ⎟⎜ ⎟+ +⎝ ⎠

 

 

on integration. Hence the knowledge of the defect chemistry allows 
for an analytical relation 1 2( , )E P P , where 1P  and 2P  are the 
partial pressures of the two sides of the concentration cell. 

E Appendix 5—Coulometric Titration 

The galvanostatic solution for a coulometric cell has been given in 
Ref.267 When switching on the current, the boundary conditions are 

eon/ = /c x t i zFDδ∂ ∂ −  at = 0x  and ion/ = /c x t i zFDδ∂ ∂  at =x L . The 
initial condition is ( = 0) = 0c c c t∆ ≡ −  at = 0t . The result is  
(z: charge number of ion, internal reactions neglected) 

2 2 2
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2 2 2

2 2 2 2 2
=1

t ( ) 1 2 cos( / )
= exp

6z 2

t 1 2 ( 1) cos( / )
exp

6z 2

n

n

n

D L x n x L D tn
c

FD L L n L

t iL D x n x L D tn

FD L L n L

δ δ

δ

δ δ

δ

π π

π

π π

π

∞

∞−
∆ + − − × −

−
+ + − − × × −

⎡ ⎛ ⎞⎤
⎜ ⎟⎢ ⎥⎣ ⎝ ⎠⎦

⎡ ⎛ ⎞⎤
⎜ ⎟⎢ ⎥⎣ ⎝ ⎠⎦

∑

∑

for c, and 
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∑

∑

 

 
for U, where ( = 0)( ( = 0)/ )/c t t c RTϑ µ≡ ∂ ∂ . 

After having polarized the cell for pt t∆ ≡ , the current is 
switched off, i.e., /c x∂ ∂  at = 0x  and L is valid. The initial 
condition 

2 22
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2 22
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62

1 2 ( 1) cos( / )
exp

62

n

n

n

D t D t nt iL L x n x L
c t

zFD L L n L

D t D t nt iL x n x L

zFD L L n L

δ δ

δ

δ δ

δ

ππ

π

ππ

π

∞

∞

−
∆ + − − × −

−
+ + − − × −

⎡ ⎛ ⎞⎤
⎜ ⎟⎢ ⎥

⎣ ⎝ ⎠⎦

⎡ ⎛ ⎞⎤
⎜ ⎟⎢ ⎥

⎣ ⎝ ⎠⎦

∑

∑
 
leads to the voltage solution 

δt iLeon

ion
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eon ion2 2
=1

n 2 2 2 2 2 2

p p

eon ion2 2 2 2
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exp( / )[1 exp( / )]2
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∑

∑

F Appendix 6—Point Electrode Resistance 

We approximate the electrode by a sphere embedded to one half in 
the sample and having a radius of b. The extended “normal” 
counter electrode is applied at a distance L b� . On account of the 
potential distribution (see Figure 57) it can be assumed288 that the 
problem can be treated by considering a homogeneously 
conducting body of spherical symmetry hemispherically extending 
from the contact point. It then follows for the resistance of an 
infinitesimal section at distance r, that 2

2d
4

d = r
r

R
π σ

. By integration 
between b and L the result 1 1 1 1

2 2 2= b L bR πσ πσ π σ− �  is obtained. On 
account of the convergence of the integral for large L neither the 
exact sample thickness nor the exact geometry of the extended 
counter electrode is important. 

SYMBOLS 

C capacitance; dopant concentration 
I current 
D diffusion coefficient 
E cell potential; energy level; electrical field 
G Gibbs energy 
H enthalpy 
K mass action constant 
L thickness 
P partial pressure 
Q charge 
R resistance 
R  reaction rate 
T temperature 
U voltage 
Z impedance 
a area, affinity 
c concentration 
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22 δ



d distance 
i current density; interstitial site (as index) 
j flux density 
t time; transfer number 
w efficiency 
x positional coordinate 
z charge number 
β percolation factor 
δ nonstoichiometry; indicates chemical diffusion 

or permeation (as index) 
ε  dielectric permeability 
η  overvoltage 
µ  chemical potential 
µ�  electrochemical potential 
ν  stoichiometric coefficient 
ρ  charge density 
σ  conductivity 
τ  relaxation time 
φ  electrical potential 
ϕ  volume fraction 
χ  trapping factor 
∨  vacancy 
⋅  effective positive charge (as index) 
´  effective negative charge (as index) 
×  effective neutral charge (as index) 
l

 
denotes complex number 

{}  denotes conservative ensembles 
Par (i, j) operator that connects circuit elements denoted 

Ser (i, j) operator that connects circuit elements denoted 

Further abbreviations are introduced and explained locally. 
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I. INTRODUCTION

Nanoporous carbons have played a key role in many areas of
modern science and technology such as purification of liquids and
gases,1,2 separation of mixture,3,4 catalyst for reaction,5-7 and
storage of energy8-17. Especially, the highly porous carbons are
widely used as electrode materials in electric double-layer
capacitors (EDLCs), due to such advantageous features as high
surface area, good electrical conductivity, and adequate corrosion
resistance.8-17 The pores are classified into three groups according
to their size:

• pores with width (distance between the walls of a slit-shaped
pore) smaller than 2 nm are called micropores,

• pores with width between 2 nm and 50 nm are called
mesopores, and

• pores with width larger than 50 nm are called macropores.
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The physical and chemical activation processes have been
generally employed to prepare the porous carbons.18-35 However,
the pore structures are not easily controlled by the activation
processes and the size of the pores generated by the activation
processes is limited to the micropore range only. Recently, much
attention has been paid to the synthesis of meso/macroporous
carbons with various pore structures and pore size distributions
(PSD) by using various types of such inorganic templates as silica
materials and zeolites.17,36-55

The electro-active surface of the porous carbon electrode for
EDLCs is accessible only through the cumulative resistance of the
electrolyte inside the pore. Therefore, the porous structure of the
porous carbon becomes one of the most important factors
influencing the energy/power densities. Fractal analysis has proven
to be useful to describe the geometric and structural properties of
rough surfaces and pore surfaces.56-66

There are two conventional definitions in describing the
fractality of porous material - the pore fractal dimension which
represents the pore distribution irregularity56,59,62 and the surface
fractal dimension which characterizes the pore surface
irregularity.56,58,65 Since the geometry and structure of the pore
surfaces are closely related to the electro-active surface area which
plays a key role in the increases of capacity and rate capability in
practical viewpoint, the microstructures of the pores have been
quantitatively characterized by many researchers based upon the
fractal theory.

In this respect, this review provides a comprehensive survey of
synthetic methods and physicochemical properties of the porous
carbon materials. Furthermore, as electrochemical applications of
the porous carbons to electrode materials for supercapacitor, the
effects of geometric heterogeneity and surface inhomogeneity on
ion penetration into the pores during double-layer charging/
discharging are discussed in detail by using ac-impedance
spectroscopy, current transient technique, and cyclic voltammetry.

The structure of this review is as follows: in Section II, the
activation and templating methods for preparing the porous carbons
are briefly summarized. Section III surveys the structural
characteristics of the porous carbons by using gas adsorption
method. In Section IV, the molecular probe method and the image
analysis method for quantitative characterization of the pore
surface irregularity and the size distribution irregularity based upon
the fractal theory are discussed in detail. Section V is devoted to
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the investigation of the electrochemical performance of the porous
carbon electrodes for EDLCs considering the effects of geometric
heterogeneity and surface inhomogeneity on kinetics of double-
layer charging/discharging.

II. PREPARATION OF POROUS CARBONS

1. Activation method

The activated carbons have been prepared by carbonization of
precursors, i.e., raw materials with subsequent activation by
physical treatment and/or chemical treatment. The activation
procedure is conducted in order to enlarge the volume and size of
the pores which were already created during the carbonization
process and to create some new porosity. Most commonly
employed activation methods are divided into physical and
chemical activations.14-16,18-35

In physical activation, the gasification of the carbonized
carbon usually occurs at higher temperature above 800 oC in the
presence of suitable oxidizing gases such as steam, carbon dioxide
CO2, or a mixture of these.14-16,18,19,21-28,30,32,34,35 Activation of the
carbon in atmospheres of steam and CO2 occurs by the following
endothermic reactions.

C (s) + H2O (g) → CO (g) + H2 (g) (1)

C (s) + CO2 (g) → 2CO (g) (2)

Walker et al.18 found that the reaction (2) took place uniformly
throughout the entire volume of the carbons during gasification,
resulting in the attainment of high internal surface area. Since the
reactions of the carbon with steam and CO2 are both endothermic,
the external heating is required to drive the above reactions and to
maintain the reaction temperature. The activation with CO2
involves a less energetic reaction than that with steam and thus
requires a higher temperature.

The surface area, the pore size, and the carbon yield are greatly
influenced by oxidizing gas, heat-treatment temperature, and
activation time. In addition, the oxidative activation introduced the
surface acidic functional groups (SAFGs) on the pore surfaces of
the carbon. The amounts of the SAFGs can be also controlled by
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changing the activation conditions. Extensive burn-off at higher
temperatures increases the surface area and pore size with less
development of the SAFGs.

In chemical activation, the carbonaceous precursor is
impregnated with a chemical agent, and then the impregnated
product is pyrolyzed between 400 oC and 800 oC in an inert
atmosphere. After that, the pyrolyzed product is cooled and washed
exhaustively in order to remove the chemical agent, followed by
filtration of the carbon materials.19-23,26,29,31-35 The chemical agents
used are normally alkali, alkali earth metal, and some acids such as
KOH,22,26,29,32,34,35 K2CO3,32

 NaOH,32,34 Na2CO3,32 ZnCl2,20-23
 and

H3PO4,23,31,33 etc.
The main advantages of the chemical activation compared to

the physical activation are lower activation temperature, shorter
activation time, and higher development of the porosity.
Furthermore, since the chemical agents used are just substances
with dehydrogenation properties which inhibit formation of tar and
reduce the production of other volatile products, the carbon yields
of the chemically-activated carbons are usually higher than those of
the physically-activated carbons. However, the general mechanism
of the chemical activation is not well understood, as compared to
that of the physical activation. Other disadvantages of the chemical
activation are the need of additional washing procedure in order to
remove the chemical agents and the corrosiveness of the chemical
activation process.

Since the heat-treatment temperature used in the chemical
activation is lower than that used in the physical activation, the
porous structure is more developed in the case of the chemical
activation. The higher the degree of impregnation, the larger is the
pore size of the activated carbon. Generally, kind of chemical
agent, impregnation ratio of chemical agent to the carbonaceous
material, and physical mixing method for distribution of chemical
agent into the carbonaceous material largely affect the resulting
pore structures of the chemically-activated carbons.

The physical and chemical activation methods are effective in
preparing the microporous carbons with high surface area.
However, the pore structures of the carbons are not easily
controlled by the activation processes and the size of the pores
generated by the activation processes is limited to the micropore
range only. Under these circumstances, the templating method
which will be considered in the following Section II.2 has recently
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attracted considerable attention in preparing porous carbons with
various pore structures.

2. Templating Method

The meso/macroporous carbons have attracted much attention in
their application as electrode materials in EDLCs, since the
meso/macropores promote the formation of an effective double-
layer or the transfer of ions into the pores, resulting in the increases
in the electrolyte wettability and the rate capability.67,68 In this
regard, there has been considerable research targeted towards
developing the synthetic methods of novel meso/macroporous
carbons.17,36-55,69-72 Various types of such inorganic templates as
silica materials and zeolites are widely used for the synthesis of the
meso/macroporous carbons, since it was revealed17,36-55 that these
inorganic templates contribute to the formation of the
meso/macropores with various pore structures and broad PSD.

In templating method, many polymeric precursors including
resorcinol-formaldehyde gel,38,40,42,69,70,73-76 furfuryl alcohol,41,49,53,

55,76,77 phenolic resin,49,72,74 melamine-formaldehyde resin,69,72 and
mesophase pitch,17,45,46,54 etc. are generally used as carbonaceous
precursors. The porous carbons are prepared by templating method
according to the following procedures:

1. mixing of inorganic templates and carbonaceous
precursors,

2. polymerization of the initial mixture,
3. carbonization of the polymerized composite, and
4. removal of the inorganic template.

Among the inorganic templates, zeolite produces more
regulated pores as compared to the silica template. If nano-channels
in zeolite are completely filled with carbonaceous precursor and
then the carbon materials are extracted from the zeolite framework,
one can obtain the porous carbon of which structure reflects the
porosity of the original zeolite template. The ordered mesoporous
silica templates, e.g., MCM-4838,39,47 and SBA-1547 have been
employed to prepare the ordered porous carbons by the procedures
involving the pore filling of the silica template with carbonaceous
precursor followed by carbonization and silica dissolution. The
resulting pore sizes of the ordered mesoporous carbons are smaller
than about 10 nm.
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In order to prepare the meso/macropores with the size of
several decades of nanometers, the silica colloids have been
frequently used as a template since the colloidal silica templates are
reproducible and effective for the synthesis of the porous carbons
with larger pore size, broad PSD, high pore volume, and high
surface area by sol-gel process.17,38,40,42,45,46,54,55 The silica gels are
produced from the polycondensation of tetramethoxy silane
(TMOS) or tetraethoxy silane (TEOS) in the presence of an acid or
base. The shape and size of the silica are significantly influenced
by the degree of silica particle agglomeration which is dependent
upon the sol-gel reaction conditions, and hence the pore structure
which reflects the structure of the silica template also depends upon
the sol-gel reaction conditions, e.g., pH, amount of the silica
template, and gelation temperature.

Recently, Pyun et al.17,54,55 prepared various meso/
macroporous carbon specimens with various pore structures using
the templating method with the changes of carbonaceous precursor,
colloidal silica sol solution, amount of the silica template, and pH.
Figure 1 plots the PSD curves for three kinds of mesoporous
carbon specimens I, II, and III synthesized by using furfuryl
alcohol, C5H6O2 and commercial colloidal silica sol solution of
Ludox SM-30 as a carbonaceous precursor and silica template,
respectively, with the change of pH value of initial solution
mixture.55 The mixture of furfuryl alcohol and silica sol solution
was heated in a vacuum oven at 100 °C for 5 days to polymerize
the furfuryl alcohol. After that, the composite was carbonized at
900 °C for 3 h under Ar gas atmosphere, followed by dissolution of
silica with 48 wt. % aqueous HF solution at room temperature.

It is noticeable from Figure 1 and Table 1 that the values of
average pore diameter Dave and standard deviation of PSD σ for
specimens I, II, and III increased as well with increasing pH. Since
the silica particles in colloidal silica sol solution of Ludox SM-30
have a uniform particle size of about 7 nm, it is reasonable to say
that the formation of the pores larger than silica particle size is
caused by the agglomeration of the silica sol particles. Besides, as
the pH increased, the values of micro- and mesoporosity decreased,
whereas that value of macroporosity increased. Accordingly, it is
suggested that as the pH increases, the stability of silica particles
decreases and hence causes higher agglomeration of the silica
particles, which results in the increase of the relative volume
fraction of the pores with a larger size.
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Figure 1. Plots of differential pore volume against pore diameter
calculated from the N2 gas adsorption isotherms obtained from
meso/macroporous carbon specimens I (-○-), II (-□-), and III (-∆-)
using Barrett-Joyner-Halenda (BJH) method. Reprinted with
permission from G. -J. Lee and S. -I. Pyun, Carbon, 43 (2005) 1804.
Copyright © 2005, with permission from Elsevier.

III. STRUCTURAL CHARACTERISTICS OF POROUS
CARBONS

1. Types of Adsorption Isotherms and Hysteresis Loops

The first systematic attempt to interpret adsorption isotherms for
gas/solid equilibria was by Braunauer, Deming, Deming, and Teller
(BDDT) in 1940.78 They classified the adsorption isotherms into
five types, and the BDDT classification became the core of the
modern   International   Union   of   Pure   and   Applied Chemistry
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Figure 2. Classification of adsorption/desorption
isotherms.

(IUPAC) classification of the adsorption isotherms79 in Figure 2.
The sixth isotherm in Figure 2 is recently added.

Type I isotherms are originally known as Langmuir isotherms
since they represent Langmuir mechanism of monolayer coverage.
In fact, most Type I isotherms can be attributed to the physisorption
on the microporous adsorbents with relatively small external
surfaces.Type II isotherms (S-shaped or sigmoid) are monolayer-
multilayer isotherms, which are normally obtained from non-porous
or macroporous adsorbents. Type IV isotherms are given by
adsorbents which possess mesopore structure, such as many silica
gels, mesoporous carbons, and other porous oxides. The remaining
isotherms in the IUPAC classification exhibit particular features,
which indicate weak adsorbate-adsorbent interactions in the case of
Type III and V isotherms. The stepwise Type VI isotherms,
indicative of a nonporous solid with an almost completely uniform
surface, are quite rare.
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Figure 3. Classification of adsorption/desorption
hysteresis loops.

For many of activated microporous carbons,80-84 the isotherms
exhibit prominent adsorption at low relative pressures and then
level off, i.e., the isotherms exhibit Type I behavior. Type I
isotherms may be also observed in the mesoporous materials with
pore sizes close to the micropore range. In particular, in the case of
gas adsorption on highly uniform cylindrical pores, the adsorption
isotherms exhibit discernible steps at relative pressures down to 0.1
or perhaps even lower.85-87 Such Type I behavior can be indicative
of some degree of broadening of the mesopore size distribution.

Adsorption on macroporous carbons proceeds via multilayer
formation in such a manner that the amount adsorbed increases
gradually as the relative pressure increases, and then the multilayer
build-up near the saturation vapor pressure may be abrupt. This
unrestricted monolayer-multilayer adsorption gives rise to Type II
and III isotherms. In this case, the adsorption and desorption
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branches of the isotherms coincide fairly well with each other, i.e.,
there is no hysteresis loop.

On the other hand, for the mesoporous carbons, the gas
adsorption process changes with increasing relative pressure as
follows: first monolayer-multilayer adsorption on the pore surfaces,
then capillary condensation in the mesopores, and finally multilayer
adsorption on the outer surfaces in sequence (Types IV and V
isotherms). Therefore, the adsorption process for the mesoporous
carbons is initially similar to that for the macroporous carbons, but
at higher relative pressures the amount adsorbed rises very steeply
due to the capillary condensation in the mesopores.

Capillary condensation and evaporation do not reversibly take
place at the same pressure, which leads to the appearance of
hysteresis loops. The hysteresis loop, which is due to the different
processes between adsorption into and desorption from the
mesopores, is closely related to the pore structure of the
mesoporous material.54,86,88 Thus, the pore structures of the
mesoporous carbons can be estimated from the shape of the
hysteresis loop.

According to the IUPAC,79 the hysteresis loops are classified
into four types from Type H1 to Type H4. The Type H1 loop in
Figure 3 is characteristic of the mesoporous materials consisting of
the pores with cylindrical pore geometry or the pores with high
degree of pore size uniformity.88,89 Hence, the appearance of the H1
loop on the adsorption isotherms for the porous solids generally
indicates facile pore connectivity and relative narrow PSD.

Many porous adsorbents give Type H2 hysteresis loop, but in
such systems PSD or pore shape is not well-defined. Indeed, the H2
loop is especially difficult to interpret. In the past it was considered
to be a result of the presence of the pores with narrow necks and
wide bodies (ink-bottle pores), but it is now recognized that this
provides an over-simplified picture and the pore connectivity
effects must be taken into account.79

Type H3 hysteresis loop, which does not level off near the
saturation vapor pressure, is characteristic of the mesoporous
materials being comprised of agglomerates of plate-like particles
with slit-shaped pores.79,86 Type H4 loop, which features parallel
and almost horizontal branches, is attributable to the adsorption/
desorption in narrow slit-like pores. However, Type H4 loop was
recently reported for MCM-41 being comprised of particles with
internal voids of irregular shape and broad PSD,90 and also
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observed for hollow spheres with walls composed of ordered
mesoporous silica.91

2. Determinations of Surface Area and Pore Size Distribution

The Brunauer, Emmett, and Teller (BET) theory,92 which
generalized the Langmuir theory93 by incorporating the concept of
multilayer adsorption, has been generally used for the
determination of the surface area of porous materials, in spite of
oversimplication of the model upon which the theory is based. The
derivation of the BET equation involves the following assumptions:
The surface is flat; All adsorption sites exhibit the same adsorption
energy; There are no lateral interactions between adsorbed
molecules; The adsorption energy for all the molecules except for
the first layer is equal to the liquefaction energy, and an infinite
number of layers can be formed on the surface.

Assuming that the condensation rate of the gas molecules onto
an already adsorbed layer is equal to the evaporation rate of the
molecules from the adsorbed layer, the BET equation can be
obtained in a linear form as follows

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛−
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− o
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where V is the volume of adsorbed gas molecules at the relative
pressure p/po; Vmono, the volume of monolayer coverage; po, the
saturation pressure of the gas, and p represents the adsorption
equilibrium pressure of the gas. The values of Vmono  and constant C
can be estimated from the linearity of the plot of p/V(po – p) vs.
p/po, i.e., the BET plot. According to the BET theory, the value of
C is related to the enthalpy (heat) of adsorption in the first adsorbed
layer Q1
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QQC L1exp (4)

where QL is the heat of liquefaction of the adsorbate, R and T are
the gas constant and the absolute temperature, respectively. It is
now recognized that the value of C gives an indication of the
magnitude of the adsorbent-adsorbate interaction energy.
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The total BET surface area ABET is calculated from the volume
of monolayer coverage Vmono  to

m

Acmono
BET V

NAV
A = (5)

where cA  is the molecular cross-sectional area; NA, the Avogadro
constant (6.02 ×1023 molecules mol-1), and Vm is the molar volume
of the ideal gas (22414 cm3). The specific surface area can be
obtained by dividing ABET by the mass of the adsorbent m. The
values of Ac are given as 0.162 nm2, 0.142 nm2, and 0.215 nm2 for
N2, Ar, and Kr, respectively.94

Now let us overview the theoretical adsorption models for
characterization of the pore structures according to the pore size
range. For physical adsorption of the gas molecules on such
microporous solids as activated carbons and zeolites, Dubinin and
Radushkevich95 developed an empirical equation, which describes
the volume filling process in the micropores. Their theory
incorporates earlier work by Polanyi96 in regard to the adsorption
potential Aad defined as

)/ln( o
ad ppRTGA =∆−= (6)

Here, ∆G is Gibbs’ free energy. For carbon materials being
comprised of slit-shaped pores, the Dubinin-Radushkevich (D-R)
equation is given as
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where Vo is the total micropore volume; β , the affinity coefficient,
and Eo is the characteristic adsorption potential for the reference
vapor, benzene. Dubinin and Stoeckli97 suggested the relationship
between Eo and average half-width x of the slit-shaped pores, Eo =
k/x. Here, the empirical constant k is assumed to be 12 kJ nm mol-1

for nitrogen gas.94

A more general expression, called the Dubinin-Astakhov (D-
A) equation98 is written as
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⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
β

−=
n

E
AVV

o

ad
o exp (8)

Here, n is the equation parameter. The D-R equation is a special
case for n = 2.

In order to determine the PSD of the micropores, Horvath-
Kawazoe (H-K) method has been generally used. In 1983, Horvath
and Kawazoe99 developed a model for calculating the effective
PSD of slit-shaped pores in molecular-sieve carbon from the
adsorption isotherms. It is assumed that the micropores are either
full or empty according to whether the adsorption pressure of the
gas is greater or less than the characteristic value for particular
micropore size. In H-K model, it is also assumed that the adsorbed
phase thermodynamically behaves as a two-dimensional ideal gas.

The H-K method is based upon the model suggested by Everett
and Powl100 which describes the interaction potential of a single
adsorbate molecule between two parallel planes of the atoms of
graphitized carbon. In the H-K expansion of the Everett and Powl’s
work, the space between the parallel carbon planes, i.e., the pore is
assumed to be filled with adsorbed gas molecules. Thus, the
contribution of adsorbate-adsorbate-adsorbent interaction to the
total interaction potential is considered along with that of
adsorbate-adsorbent interaction.

The H-K method has been modified by many researchers in
consideration of the pore geometry. Saito and Foley101 extended the
H-K approach to the case of cylindrical pores. Based upon the
Everett-Powl model, they assumed that the pore is perfectly
cylindrical in shape and infinite in length, and the inside wall of the
cylindrical pore is a single layer of atoms with a continuum of
interaction potential. Cheng and Yang102 extended the H-K
equation to the case of spherical pores, notably cavities in zeolite.
In Cheng and Yang model, the only interactions are considered
between the adsorbate and oxygen atoms of the spherical cavity
wall within the zeolite, and the cavity wall is supposed to be
comprised of a single lattice plane of atoms.

In the case of the meso/macropores, the physical adsorption
related to the capillary condensation is generally described with the
aid of following Kelvin equation94,103
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where r1 and r2 are two primary radius of curvature of the liquid
meniscus in the pores; γL, the liquid surface tension; Vcond, the
molar volume of the condensed adsorbate; θ, the contact angle
between the solid and condensed phase (taken to be zero for N2,
hence cos θ = 1), and p* represents the critical condensation
pressure of the gas.

The pore shape is generally assumed to be either cylindrical or
slit-shaped: in the former case, the meniscus is hemispherical, and
hence r1 is equal to r2; in the latter case, the meniscus is
hemicylindrical, and thus r1 is equal to the width of the slit and r2 is

infinite. From the relation ⎟⎟
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It should be recognized that the Kelvin equation provides the
core radius instead of the actual pore radius. The core radius
represents the radius of the inner free space in the pore, which is
not yet filled with the adsorbate. Therefore, in order to obtain the
actual pore radius, the Kelvin equation needs to be corrected for the
actual thickness of adsorbed molecule layers tad. The radius of a
cylindrical pore, rp is given by

admL,p trr += (11)

and the width of a parallel-sided slit, wp is written as

admL,p 2trw += (12)

Based upon the Kelvin equation, the PSD of the
meso/macropores has been generally determined by Barrett, Joyner,
and Halenda (BJH) method.104 Furthermore, the density functional
theory94 which is based upon a molecular-based statistical
thermodynamic theory was recently introduced in order to analyze
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the PSD of the porous materials from micropores to macropores in
size in considerations of the adsorbate-adsorbate and adsorbate-
adsorbent interaction energy parameters, the pore size, the pore
geometry, and the temperature.

IV. FRACTAL CHARACTERISTICS OF POROUS
CARBONS

The real objects found in nature have complex structures which
Euclidean geometry can not characterize. After Mandelbrot105

developed a new geometry, i.e., fractal geometry, which provides a
new paradigm for understanding many physical phenomena in
nature, fractal geometry has been widely used in a number of fields,
e.g., science, art,106-108 economics,109-112 etc. Especially, in science,
fractal analysis has proven to be useful to describe the geometric
and structural properties of rough surfaces and pore surfaces.56-66

Since the geometry and structure of the pore surfaces are closely
related to the electro-active surface area which plays a key role in
the increases of capacity and rate capability in practical viewpoint,
the microstructures of the pores have been quantitatively
characterized by many researchers based upon the fractal theory.

There are two conventional definitions in describing the
fractality of porous material—the surface fractal dimension56,58,65

and the pore fractal dimension.56,59,62 The former fractal dimension
characterizes the pore surface irregularity: the larger the value of
the surface fractal dimension is, the more irregular and the rougher
is the pore surface. The surface fractal dimensions of 2 and 3 mean
a perfectly flat pore surface and a very rough pore surface,
respectively. On the other hand, the latter fractal dimension
represents the pore distribution irregularity: the larger the value of
the pore fractal dimension is, the narrower is the PSD that exhibits
a power-law behavior. The pore fractal dimensions of 2 and 3
indicate the porous electrode with homogeneous PSD and that
electrode composed of the almost same-sized pores, respectively.

Several simple relations have been proposed for the
determination of the fractal dimensions from the results of such
experiments as gas molecular probe method, transmission electron
microscopy (TEM), small-angle X-ray scattering, neutron
scattering, and laser light scattering.63,66,113-116 Among those
techniques, gas molecular probe method and image analysis
method have been widely used for the calculation of the surface
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and pore fractal dimensions of the porous materials, since
theoretical bases are well established and their experimental
procedures are relatively simple. The detailed descriptions of gas
molecular probe method and image analysis method are given in
the following Sections VI.1 and VI.2.

1. Molecular Probe Method Using Gas Adsorption

Since Avnir and Pfeifer’s pioneer works56,117-119 regarding the
characterization of the surface irregularity at the molecular level by
applying the fractal theory of surface science, molecular probe
method using gas adsorption has played an important role in the
determination of the surface fractal dimensions of the porous
materials.

There are two molecular probe methods available for the
determination of the surface fractal dimension. One is the
multiprobe method (MP method),56,117,120-133 which uses several
kinds of multiprobe molecules with different molecular sizes. If the
probe molecule is varied through a series of spheres with radius rm,
the surface fractal dimension is given by

MPsurf,
mmono

drN −∝ (13)

Here, Nmono is the number of adsorbed molecules to form a
monolayer for each probe molecule and dsurf,MP is the surface fractal
dimension determined by using the MP method. The probe
molecules need not to be spherical, provided they belong to a
homologous series for which the ratio [linear extent rm]2  to
molecular cross-sectional area Ac is the same for all members, i.e.,
an isotropic series. In this case, Eq. (13) turns into

2cmono

MPsurf,d
AN −∝ (14)

The MP method is widely applicable to various solid surfaces
in whose system Nmono can be accurately determined. It was
recently reported64,134-136 that even for the micropore whose pore
width is greater than the bilayer thickness of N2 (about 0.7 nm),
dsurf,MP can be determined using Eq. (14) if the monolayer
evaluation fit for the micropore is introduced.
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The other molecular probe method is the single-probe
method (SP method), which is separately proposed by Pfeifer 
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56,58,60,137,138 In the SP method, a single adsorption isotherm

developed by Frenkel,139 Halsey,140 and Hill141 describes a
multilayer gas adsorption on the solid surface. Since the SP method
is used only for one probe molecule, this method is more
convenient than the MP method. However, there are many
theoretical limitations in applying the SP method to determination
of the surface fractal dimension. Therefore, it is really necessary to
discuss about whether the SP method is an adequate tool or not
before applying the SP method to certain system, in order to
investigate the surface fractal dimension.

The theoretical assumptions used in the SP method are as
follows:

1. The detailed structure of the layer of the adsorbed molecules
is not important and is regarded as a liquid film.

2. The thickness of the layer of the adsorbed molecules is the
characteristic distance scale for fractal surface.

3. Van der Waals attraction forces between solid/gas
interactions and the liquid/gas surface tension forces are
contributed to the grand potential of the system.

On the basis of the theory of Pfeifer et al.,56,58,60,137,138 the
surface fractal dimension can be determined from the gas
adsorption isotherm according to the following equation
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where CSP is the power-law exponent which is dependent upon the
surface fractal dimension determined by using the SP method
dsurf,SP.

At the early stage of multilayer build-up, the interface is
dominantly controlled by van der Waals forces between solid/gas
interactions and the liquid/gas surface tension forces are neglected.
Then, the relationship between CSP  and dsurf,SP is written as
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For higher coverage, the interface is controlled by the liquid-
gas surface tension forces (capillary condensation) and van der
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Waals forces between solid/gas interactions are negligibly small.
Then, the relationship between CSP  and dsurf,SP changes to the
following expression.

( )3SPsurf,SP −= dC (17)

Van der Waals forces between solid/gas interactions and the
liquid/gas surface tension forces represent the limiting cases, but in
general both the forces competitively affect the adsorption process.
Therefore, in determining the surface fractal dimension by using
the SP method, it is very important to use appropriate relation
between CSP  and dsurf,SP. According to Ismail and Pfeifer,60 the
threshold for the dominant forces between van der Waals forces
and the liquid/gas surface tension forces is given as

( ) 213 SP −+= Cε (18)

If ε < 0, the liquid/gas surface tension forces are dominant,
while the van der Waals forces are dominant if ε ≥ 0.

Pyun et al.54,55,142 have investigated the surface fractal
characteristics of the carbon specimens using the SP method.
Figure 4 depicts the plots of ln V/Vmono against lnln (po/p)
reconstructed from the nitrogen gas adsorption isotherms obtained
from meso/macroporous carbon specimens (a) I, (b) II, and (c)
III.55 The values of ε for specimens I, II, and III were determined to
be –0.47, –0.14, and –0.02, respectively in the first linear segment,
and thus the surface fractal dimensions dsurf,SP were estimated from
combined Eqs. (15) and (17). It is noticeable from Table 1 that the
carbon specimen prepared at the higher pH value gave the lower
value of dsurf,SP  than that specimen prepared at the lower pH value,
which is due to more agglomeration of the silica sol particles. In
their work, it is confirmed that as the silica-templated pores being
comprised of the carbon specimen agglomerate, the irregularity of
that pore surface decreases.

The number of adsorbed molecule layers nad is calculated from
the following relationship:60
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Figure 4. Plots of ln V/Vmono against lnln (po/p) reconstructed from the
N2 gas adsorption isotherms obtained from the specimens (a) I (○),
(b) II (□), and (c) III (∆).Reprinted with permission from G. -J. Lee
and S. -I. Pyun, Carbon, 43 (2005) 1804. Copyright © 2005, with
permission from Elsevier.
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Figure 4. Continuation.

Here, the actual thickness of adsorbed molecule layers tad is
obtained by multiplying nad by adsorbed molecule diameter ao. The
actual thickness range in which the fractal geometry is satisfied
represents the length-scale cutoff range of fractality.56,58 The value
of the high-end thickness of the fractal regime tad,max can be
evaluated by using following equation
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where tad,max  is the value of the low-end thickness of the fractal
regime, Vmin and Vmax are the lower and upper limits of the power-
law regimes in the plot of ln V against ln ln (po/p), respectively.

In Lee and Pyun’s work,55 it is interesting to note that tad,max  is
slightly smaller in value than the pore radius of the maximum
differential pore volume rmax for specimens I, II, and III, as listed in
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Table 1. As the relative pressure increases, the thickness of
adsorbed molecule layers on the pore surfaces increases as well,
and then the pore filling process caused by capillary condensation
occurs first in the small pores simultaneously with the multilayer
adsorption on the larger pores. For specimen III, the value of tad,max
is significantly larger than those values for the other specimens,
which is ascribed to the fact that as a result of the pore filling
process in the larger macropores the adsorbed volume starts to
increase abruptly only near the saturation vapor pressure in the gas
adsorption isotherm. From the above results, they suggested that
tad,max / tad,min is closely related to rmax, that is, the larger rmax, the
wider ranges the length-scale of the fractal regime in value.

It is reasonable to compare the length-scale range of the fractal
regime each other for the carbon specimens based upon the value
of tad,max. However, it is ambiguous that the value of tad,max
represents the actual outer cutoff length satisfying the fractal
geometry or not. Since the gas molecule layers could more adsorb
on the pore surface if the capillary condensation does not occur in
the pores with maximum differential pore volume, the actual outer
cutoff length could be larger in value than that of tad,max. Under
these circumstances, for a better understanding of the outer cutoff
of fractality, additional exact estimation of the outer cutoff length is
still needed by using other complementary methods.

On the other hand, it is impossible to apply the SP method to
the correct description of gas adsorption in the micropores, since
the adsorption in the micropores does not occur by multilayer
adsorption but by micropore volume filling process. In this case,
the pore fractal dimension gives a physical importance for the
description of structural heterogeneity of the microporous solids.
Terzyk et al.143-149 have intensively investigated the pore fractal
characteristics of the microporous materials using gas adsorption
isotherms theoretically simulated.

Based upon D-A equation98 in consideration of PSD, the
overall adsorption isotherm Θ of the microporous materials is
written as

∫ θ=Θ
max

min

)(PL

x

x
dxxf (21)

The local adsorption isotherm θL is represented by the original
D-A equation and fP(x) is the micropore size distribution ranging
from xmin to xmax (the lower and upper limits of the slit-like
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micropore half-width, respectively). If fP(x) is assumed to be PSD
with pore fractality derived by Pfeifer and Avnir56, fP(x) is given by

SPpore,2
P )( dxxf −ρ=     ( maxmin xxx << ) (22)

with
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d
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−
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where dpore,SP is the pore fractal dimension determined by using the
SP method, xmin and xmax are the lower and upper limits of the pore
fractality, respectively.

From the above, the overall adsorption isotherm Θ can be
represented by146

dxxxA
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ad )'exp(  (24)

where µ’ = (kβ)–n  depends upon the adsorbate and the microporous
structure (β is the affinity coefficient and k is an empirical constant
assumed to be 12 kJ nm mol-1 for nitrogen gas.94)

Terzyk et al.143 gave first the analytical solution of Eq. (24) as
follows
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where γ is an incomplete gamma function. If n = 2, D-R isotherm is
obtained in view of PSD with pore fractality.150

Recently, Lee and Pyun have focused on the characterization
of pore fractality of the microporous carbon powder specimens by
using nitrogen gas adsorption method based upon the D-A
adsorption theory in consideration of PSD with pore fractality.
Figure 5 envisages the nitrogen gas adsorption isotherm obtained
from the as-reactivated carbon powder specimen prepared by
reactivation of the commercially as-activated carbon powder at
1000 oC in an atmosphere of CO2/CO gas mixture for 2 h. The solid
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Figure 5. Nitrogen gas adsorption isotherm experimentally
obtained from the as-reactivated carbon powder specimen
prepared by reactivation of the commercially as-activated carbon
powder at 1000 oC in an atmosphere of CO2/CO gas mixture for 2
h. The solid lines were determined from the non-linear fitting of
the experimental adsorption isotherms with Eq. (25).

line in Figure 5 was determined from the non-linear fitting of the
experimental adsorption isotherm with Eq. (25). From the
quantitative comparison of the adsorption isotherm experimentally
obtained with that theoretically calculated, the values of dpore,SP,
xmin, and xmax were estimated to be 2.523 + 0.035, 0.26 nm, and
0.50 nm, respectively. This will be reported in greater detail in a
future publication.

2. Image Analysis Method

The solid surfaces and interfaces are investigated using surface
profiler or imaging equipments such as scanning tunneling
microscopy (STM), atomic force microscopy (AFM), scanning
electron microscopy (SEM) and TEM in order to quantify the
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surface roughness. However, such analysis method as STM and
AFM can characterize only the surface roughness of the nonporous
materials or macroporous materials without tortuous, overlaid or
deep pores. Recently, high resolution transmission electron
microscopy (HRTEM) has been applied to evaluate the surface
fractal dimensions dsurf of the microporous carbon surfaces.54,151-153

The most attractive point in this method is that the pores ranging in
different sizes can be extracted from the TEM images which
include contributions from many different pore sizes by the inverse
fast Fourier transform (IFFT) operation by selecting the specific
frequency range.

The surface fractal dimension dsurf of the porous materials can
be determined from the TEM image by using perimeter-area
method54,154-159. If the scaling property of the porous materials is
undoubtedly isotropic, the 3-D pore surface is simply related to the
projection of the 3-D pore surface onto the 2-D surface. It is well
known154,155 that the area A and the perimeter P of the self-similar
lakes are related to their self-similar fractal dimension L

ssF,d  by

2/L
ssF,P

L
F,ssdAdβP = (26)

where βP is a proportionality constant. The surface fractal
dimension of the original surface dsurf is related to L

ssF,d  by

1L
ssF,surf += dd (27)

In order to determine the value of dsurf, the original TEM image
is digitized with the image scanner, and is then transformed to the
binary images. For this, a low frequency cut off filter operation is
performed along with fast Fourier transformation (FFT) to make
the brightness uniform before the binary transformation, followed
by the IFFT. The image is then transformed to its brightness on a
scale from 0 to 255. Finally, any brightness larger than 128 is set at
255, and any brightness smaller than 127 is set at 0.

For instance, Figures 6a and 6b show the digitized TEM
images of the mesoporous carbon specimen CAS30 prepared using
silica imprinting method and the binary TEM images transformed
from Figure 6a, respectively.54 The TEM picture of the carbon
specimen was digitized with the image scanner and then the data
were  transferred  to  384 × 384  pixels.  The digitized image size in
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(a)

(b)
Figure 6. (a) The digitized TEM images of the mesoporous
carbon specimen CAS30 prepared using silica imprinting
method and (b) the binary TEM images transformed from
(a). Reprinted with permission from S. -I. Pyun and C. -K.
Rhee, Electrochim. Acta, 49 (2004) 4171. Copyright ©
2004, With permission from Elsevier.
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Figure 6a corresponds to an area of 400 × 400 nm2, so that the
image contains information about many pores.

Figure 7 demonstrates on a logarithmic scale the dependence
of perimeter P on area A of the pores obtained from the binary
TEM image of CAS30 in Figure 6b. The (log P – log A) plots
obtained from the carbon specimen displayed two straight lines
with different slopes that can be divided into region I and II,
indicating multifractal geometry of the carbon specimen. The
individual surface fractal dimensions in regions I and II were
determined from Eqs. (26) and (27) to be 2.08 + 0.018 and 2.72 +
0.046, respectively. The transition area Atr from region I to II were
determined to be 108 nm2, which corresponds to the pore diameter
of 12 nm based upon spherical pore shape.

In Pyun and Rhee's work,54 it should be emphasized that the
pore diameter calculated from Atr is similar to the transition pore
diameters between two groups of the carbonization-induced pores
and the silica-imprinted pores in PSD. It is thus indicated that the
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Figure 7.  Dependence of perimeter P on area A of the lakes on
a logarithmic scale obtained from the binary TEM images of
CAS30 in Figure 6b. Reprinted with permission from Reprinted
with permission from S. -I. Pyun and C. -K. Rhee, Electrochim.
Acta, 49 (2004) 4171. Copyright © 2004, With permission
from Elsevier.
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values of dsurf  in regions I and II represent the individual surface
fractal dimensions of the carbonization-induced pore surface and
the silica-imprinted pore surface, respectively. From the
comparison of the overall surface fractal dimension evaluated by
the molecular probe method using gas adsorption with the
individual fractal dimension, they concluded that the overall
surface fractal dimension is crucially influenced by the individual
dimension of the silica-imprinted pore surface.

As mentioned above, the advantage of the image analysis
method is that the information of the pores in different size ranges
can be extracted from the TEM images using IFFT operation by
selecting the specific frequency range. By comparing the individual
surface fractal dimension determined from the TEM images with
the overall surface fractal dimension estimated by using other
complementary methods, we can more specify the cutoff length
scale of the surface fractality and examine the individual surface
fractal dimension which dominantly influences the overall surface
fractal dimension.

V. ELECTROCHEMICAL CHARACTERISTICS OF
CARBON-BASED POROUS ELECTRODES FOR

SUPERCAPACITOR: THE USES OF AC-IMPEDANCE
SPECTROSCOPY, CURRENT TRANSIENT AND CYCLIC

VOLTAMMETRY

1. General Theory of Electrochemical Behavior of Porous
Electrodes

The model to describe the electrochemical behavior of the porous
electrode was first treated by De Levie.160-162 He represented a pore
surface by a transmission line as shown in Figure 8, and derived the
following expression for the impedance of the pore, Zo
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Figure 8. Equivalent circuit of a transmission line network
representing the ion migration into the pores. R′ and C′ denote
the resistance of the electrolyte inside a pore and the double-
layer capacitance of the electrode/electrolyte interface,
respectively, both of which are taken per unit length.

where R′ is the resistance of the electrolyte inside a pore per unit
pore length; C′, the double-layer capacitance of the electrode/
electrolyte interface per unit pore length; ω, angular frequency; lp,
the pore length; r, the pore radius; ke, the conductivity of the
electrolyte, and Cd represents the specific double-layer capacitance
per unit area.

The assumptions of this model include the cylindrical pore
shape, uniformly distributed R′ and C′, the lack of tortuosity of the
pore, the lack of distributions of pore size and length, and no
curvature of the equipotential surface in a pore. The resulting
impedance spectra theoretically calculated based upon Eq. (28) is
plotted in Figure 9. The straight inclined line at high frequencies is
attributable to the semi-infinite ion migration through the pores.
The capacitive line at low frequencies is due to the accumulation of
ions at the bottom of the pores. At high frequencies, Eq. (28)
reduces to

21

o '2
')1()freq.high( ⎟
⎠
⎞

⎜
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ω

−=
C

RjZ (30)

and the interfacial impedance has a phase angle of 45°, whereas at
low frequencies Eq. (28) can be written as

R′ R′ R′ R′ R′

C′ C′ C′ C′
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Figure 9. Nyquist plot of the impedance spectra of a cylindrical
pore theoretically calculated with Eq. (28).
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and the phase angle tends towards 90°.
Although De Levie’s work succeeds in explaining qualitatively

the observed impedance behavior of the porous electrode, many
assumptions and approximations limited the model’s ability to
represent accurately the measured impedance spectra. In particular,
the impedance spectra experimentally measured on the porous
carbon electrodes for EDLC do not show an ideal impedance
behavior of a cylindrical pore. Over the years, such non-ideal
impedance behavior of the porous electrode, i.e., frequency
dispersion has been investigated by many researchers.9,14-17,163-178

Generally, it has been suggested that the geometric heterogeneity
such as pore shape and pore size/length distributions and surface
inhomogeneity such as different crystallographic orientations and
the SAFGs can cause time constant distributions, thus causing
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frequency dispersion. The details are described in the following
Sections V.2 and V.3.

2. Effect of Geometric Heterogeneity on Ion Penetration into
the Pores during Double-Layer Charging/Discharging

The electrochemical impedance of a real electrode is frequently
represented by an equivalent circuit containing constant phase
element (CPE) showing power-law frequency dependence as
follows

α−ω=ω ))(/1()( CPE jCZ (32)

where CCPE and α mean the CPE coefficient and the CPE exponent,
respectively, and ω represents the angular frequency. Since the
CPE or capacitance dispersion of the impedance spectra causes
time constant distributions, and thus significantly influences the
kinetics of double-layer charging/discharging of the porous
electrode, it is necessary to understand the physical origins of the
capacitance dispersion. It has been considered that one of the most
possible causes of the CPE is known to be of geometric origin: An
irregular and porous electrode geometry causes current density
inhomogeneities and thus yields deviations from ideal capacitive
behavior.

Keiser et al.164 first showed that the more occluded the shape
of the pore, the more distorted the impedance locus from the ideal
capacitive behavior. However, the pore shapes in real system turn
out to be much complicated and thus a straightforward analytical
calculation is not usually possible of the overall impedance for
those complicated pores. In connection with this problem, the
fractal geometry has given a powerful tool for the analysis of the
CPE behavior of the porous electrode. A number of theoretical
papers166,179-191 have devoted to investigate the relationship between
the fractal geometry of the electrode and the CPE impedance on the
basis of the electrolytic resistive distribution due to the surface
irregularity.

Among various models proposed, a model of self-similar
fractal electrode from Nyikos and Pajkossy166 gives the following
relation of the CPE exponent α  to the self-similar fractal
dimension dF,ss as
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1
1

ssF, −
=α

d
(33)

For a perfectly smooth surface with dF,ss = 2 at all scales, Eq. (33)
predicts α = 1, i.e., purely capacitive behavior. In other limit as dF,ss

= 3, α = 0.5 which is de Levie’s well-known result for the electrode
with cylindrical pore. Eq. (33) also implies that the surfaces with
different morphologies but with same surface fractal dimension are
equivalent as far as the impedance is concerned. The relationship
between dF,ss and α is dependent upon the model used in the fractal
characterization of the electrode.

  However, Kerner and Pajkossy167,171,176 have recently shown
that for the electrode with microscopic roughness in aqueous
electrolyte, the capacitance dispersion due to the surface
irregularity should appear at such a high frequency range as kHz to
GHz which is much higher than those frequencies at which the
capacitance dispersion is usually experimentally observed. In their
work, it was recognized that the capacitance dispersion is closely
related to the surface inhomogeneity rather than surface
irregularity. Pyun et al.17,178 also suggested that the contribution of
the surface inhomogeneity is much higher than the contribution of
the surface irregularity to the capacitance dispersion on the porous
carbon electrodes.

As a matter of fact, for porous carbon electrode it is still a
troublesome issue to relate the determined surface fractal
dimension dF,ss with the CPE exponent α . The effect of the surface
inhomogeneity on the ion penetration into the pores during double-
layer charging/discharging will be discussed in detail in the
following Section V.3.

In recent years it has been demonstrated by many
researchers16,172,173 that the frequency dispersion or capacitance
dispersion is intimately related to PSD or pore length distribution
(PLD). In this case, the frequency dispersion is not called ‘CPE
behavior’ since the phase angle of the impedance spectra did not
show a constant value over the whole frequency range. The phase
angle of the impedance spectra measured on the porous electrode
with broad PSD or PLD is larger than 45o in value at high
frequencies and smaller than 90o in value at low frequencies.

Considering PSD or PLD, the total impedance of the pores, Ztot
is given by
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where f(x) and f(x)dx represent a distribution density function of
PSD or PLD and the number of the pores between x and x + dx,
respectively.

Song et al.172 theoretically calculated the impedance spectra
based upon Eq. (34) with such distribution functions of PSD as
normal, lognormal, Lorentzian, log Lorentzian distributions. They
concluded that the impedance spectra simulated based upon the
transmission line model (TLM) with different PSD functions share
a common point that the wider PSD leads to the more frequency
dispersion in the impedance spectra.

Recently, Lee et al.16 investigated the effect of PLD on the
kinetics of double-layer charging/discharging of the activated-
carbon fiber cloth electrode (ACFCE). In order to disregard the
effect of the pore shape on the electrochemical performance of the
electrode, they used the ACFCE as an electrode material since the
shape of the pores comprising the activated carbon fiber is
cylindrical and homogeneous throughout the bulk of the fiber152,192.
It is assumed that the pore length lp takes a lognormal distribution
f(x′) as follows
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where x′ denotes the natural logarithm of lp divided by an arbitrary
unit pore length lo to obtain a dimensionless quantity; Vtot, the total
pore volume; µ and σ are the mean value and the standard
deviation of the distribution variable x′, respectively.

Substituting 
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Hence, the Ztot leads to
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From the quantitative coincidence of the impedance spectrum
experimentally measured with that theoretically calculated with Eq.
(38) as depicted in Figure 10, they suggested that such non-ideal

Figure 10. Nyquist plot of the impedance spectrum experimentally
measured on the ACFCE at an applied potential of 0.1 V (vs. SCE) in
a 30 wt % H2SO4 solution. Dotted and solid lines represent the
impedance spectra theoretically calculated based upon the
transmission line model (TLM) in consideration of pore size
distribution (PSD) and pore length distribution (PLD), respectively.
Reprinted with permission from G. -J. Lee, S. -I. Pyun, and C. -H.
Kim, J. Solid State Electrochem., 8 (2004) 110. Copyright © 2003,
with kind permission of Springer Science and Business Media.
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impedance behavior of the ACFCE is mainly due to PLD, rather
than due to PSD.

When PLD is considered together with the solution resistance
Rsol, between reference electrode (R.E.) and working electrode
(W.E.), the total current Itot(t) is written as
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where ∆E is the potential step; Rp, the resistance of the electrolyte
inside a pore; ls, the distance between R.E. and W.E.; mn, the nth
positive root of (m tan m – Λ = 0); f(y) and f(y)dy represent a
distribution density distribution of the pore length and the number
of the pores between y and y + dy, respectively.

Lee et al.16 theoretically calculated the cathodic current
transients based upon the TLM as a function of σ of PLD. Figures
11a and 11b illustrate the logarithmic cathodic current transients
and the derivatives of the logarithmic cathodic current transients
calculated from Eq. (40) with the change of σ of PLD, respectively.
It is noted that as σ increases, the current decays more rapidly with
time due to the dominant contribution of the pores with smaller
length in the region I, whereas the current decays more slowly with
time due to the dominant contribution of the pores with larger
length in the region II.

In the case of potential scanning with a scan rate ν, in
consideration of PLD, the total current Itot(t) is given by
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Figure 11. (a) The cathodic current transients on a logarithmic
scale and (b) the derivatives of the logarithmic cathodic current
transients theoretically calculated from Eq. (40) based upon the
TLM as a function of standard deviation σ of PLD. Open circles
in Figure 11 represent the cathodic current transient
experimentally measured on the ACFCE. Reprinted with
permission from G. -J. Lee, S. -I. Pyun, and C. -H. Kim, J. Solid
State Electrochem., 8 (2004) 110. Copyright © 2003, with kind
permission of Springer Science and Business Media.
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The rate capability γcap defined as the quotient of the reduced
charge for the ACFCE divided by the reduced charge for the ideal
double layer capacitor increased with increasing σ of PLD, as
shown in Figure 12. Consequently, from the above theoretical and
experimental results, it is concluded that the ion penetration into
the pores during double-layer charging/discharging is more
impeded as σ of PLD increases.

3. Effect of Surface Inhomogeneity on Ion Penetration into
the Pores during Double-Layer Charging/Discharging

It has been reportedly known17,178,193-198 that for the carbon
electrodes the basal and edge planes are randomly distributed on
the electrode surface and the values of the specific double-layer
capacitance per unit area Cd range from about 1 µF cm-2 for the
basal planes to about 70 µF cm-2 for the edge planes. The
conductive and capacitive properties of the basal and edge planes
are different from each other. Along the direction of the edge
planes, the carbon specimen can be treated as a conductor, while it
shows the properties of semiconductor along the direction of the
basal planes. These randomly distributed capacitive elements give
rise to the distribution in the current density along the electrode
surface.
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Figure 12. Plots of the reduced current against the applied potential
theoretically calculated based upon the TLM as functions of σ of PLD
at a scan rate of 20 mV s-1. Solid bold line denotes the ideal double-
layer capacitor where the time constant is zero. Reprinted with
permission from G. -J. Lee, S. -I. Pyun, and C. -H. Kim, J. Solid State
Electrochem., 8 (2004) 110. Copyright © 2003, with kind permission
of Springer Science and Business Media.

Furthermore, the basal plane is flat on the atomic scale and can
be considered as a nearly perfect single crystal since there are no
unsaturated chemical bonds, free electrons and/or SAFGs. On the
other hand, the edge planes are associated with unpaired electrons
or have residual valencies which are very active. Therefore, various
defects or SAFGs are bound to the edge planes, causing more
increase in the surface inhomogeneity. The surface inhomogeneities
resulting from these crystallographic orientations can cause time
constant distributions, and hence they may influence the
capacitance dispersion.

Recently, Lee and Pyun17 have intensively investigated the
effect of microcrystallite structures on electrochemical
characteristics of the mesoporous carbon electrodes for EDLC.
They effectively controlled the microcrystallite sizes of the carbon
specimens  in  a- and  c-axis direction, i.e., La  (parallel to the basal
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Figure 13. (a) Nyquist plots of the impedance spectra and
(b) plots of reduced capacitance Cred vs. frequency ω
experimentally measured on carbon specimens A (-○-), B
(-□-), and C (-∆-) at an applied potential of 0.2 V (vs.
SCE) in a 30 wt.% H2SO4 solution. Here, the solution
resistance was subtracted from the measured impedance
spectra. The reduced capacitance in (b) was determined
from the normalization of the capacitance with respect to
the value of the capacitance calculated from the
impedance spectra at 10 Hz. Reprinted from Ref. 17,
Copyright (2006), with permission from Elsevier.
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planes) and Lc (parallel to the edge planes) by using different
carbonaceous precursors with various heat-treatment temperatures.

The impedance spectra measured on three kinds of carbon
specimens exhibited the CPE behavior in low frequencies (Figure
13a), and the frequency dispersion of the impedance spectra at low
frequencies increased in the order of specimens C, B, and A
(Figure 13b). The CPE exponent α decreased with increasing Lc/La,
i.e., with increasing surface inhomogeneity as listed in Table 2.
From their work, it is strongly indicated that the value of α  is
closely related to the amounts of the edge planes, that is, the
frequency dispersion of capacitance increases with increasing
surface inhomogeneity due to the wider time constant distribution.
Furthermore, it is also found from Table 2 that the value of Cd
calculated at the lowest frequency, i.e., 10-2 Hz in the impedance
spectra increased with increase in Lc/La, which is due to the higher
value of Cd for the edge planes than that for the basal planes.

For the time domain responses of the CPE, the current density
difference (∆i)/scan rate (ν) relation is expressed by the following
power-law during the potential scanning199

αν∝∆i (45)

where i∆  represents the difference in current density between
anodic and cathodic peak currents of the CVs.

Figure 14 gives on a logarithmic scale the variations of ∆i of
the CVs experimentally measured on the carbon electrodes as a
function of the scan rate ν.17 For specimens A, B, and C, ∆i of the
CVs were linearly proportional to the scan rate ν  to the power of
0.894, 0.916, and 0.942, respectively, which are slightly smaller
than those values of α  determined from the impedance spectra.
From the qualitative coincidence between the values of α
determined from the impedance spectra and the CVs, it is suggested
that the distributive characteristics of the capacitance in the
frequency domain greatly influence the capacitance dispersion in
the time domain which is related to the kinetics of double-layer
charging/discharging.
Figure 15 presents the plots of the rate capability γcap against the
scan rate ν calculated from the CVs experimentally measured on
carbon specimens A, B, and C.17 The higher the value of Lc/La was,
the lower exhibited the rate capability γcap, regardless of the scan
rate ν. Besides, as Lc/La increased, the rate capability γcap
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Figure 14. Dependence of the current density difference ∆i between
anodic and cathodic peak currents of the cyclic voltammograms
(CVs) on the scan rate ν for carbon specimens A (○), B (□), and C
(∆). Reprinted from Ref. 17, © (2006), with permission from Elsevier.

decayed more rapidly with the scan rate ν. From the above results,
it is concluded that the ion penetration into the pores is more
impeded with increasing surface inhomogeneity, which is
attributable to both the higher value and wider distribution of the
time constant.

It has been generally reported14,196,200-203 that the chemical
heterogeneities (SAFGs) significantly influence the electrochemical
performance of the porous carbon electrodes. The SAFGs are
mostly bound to lateral planes (edges of the aromatic sheet) of the
carbon electrode, because these sites are associated with unpaired
electrons or have residual valencies which are very reactive. The
SAFGs contribute to the increase in the total capacitance of
EDLC,203 and the electrolyte wettability can be improved by
increasing amounts of the oxygen content associated with
hydrophilic surface groups.204  However, the presence of the SAFG
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Figure 15. Plots of the rate capability γcap against the scan rate ν
calculated from the CVs experimentally measured on carbon
specimens A (○), B (□), and C (∆). Reprinted from Ref. 17, Copyright
(2006), with permission from Elsevier.

on the carbon surface is not always beneficial since they serve to
increase the leakage current.205

The SAFGs formed on the carbon electrode are the
intermediate product of such gaseous oxides as CO and CO2
appearing as final carbon oxidation products. The concentration of
the SAFG increases with an increase in the oxidation temperature
and reaches a maximum at 400 oC to 500 oC. At higher
temperatures, the SAFG is thermally unstable and hence
decomposes to CO and CO2 gases.196,197 The SAFGs can be also
formed on the carbon electrode by electrochemical activation.
Sullivan et al.202 electrochemically activated the glassy carbon
electrodes at 1.85 to 2.05 V (vs. SCE) and then reduced at –0.2 to
–0.4 V (vs. SCE) in sulfuric acid solution. During repetitive
activation/reduction processes, the large amounts of the SAFGs
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Figure 16. The cathodic current transients experimentally
obtained from the as-activated carbon (○) and as-reactivated
carbon (∆) electrode specimens in a 30 wt.% H2SO4 solution by
dropping the applied potential from 0.1 to 0.08 V (vs. SCE).
Solid lines represent the simulated cathodic current transients.
Reprinted with permission from C.-H. Kim, S.-I. Pyun, and H.-
C. Shin, J. Electrochem. Soc. 149 (2002) A93. Copyright ©
2001, with permission from The Electrochemical Society.

significantly affected the impedance spectra and the CVs in shape
and value, depending upon the potential. It has been reported200-202

that the double-layer capacitance which is related to the state of
protonation of the SAFGs is strongly dependent upon the potential
and exhibits the maximum value in potential ranges between 0.3
and 0.5 V (vs. SCE).

Kim et al.14 have attempted to investigate the role of the SAFG
in the kinetics of double-layer charging/discharging of activated
carbon powder electrode specimens. In order to leave the effect of
PSD out of consideration, they prepared two kinds of as-activated
and as-reactivated carbon powder specimens, which are
characterized by almost the same PSD, but by different
concentration of the oxygen functional groups. The concentration
of the oxygen functional groups of the as-activated carbon powder
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specimen was measured to be 1.35 mmol g-1 which is much higher
in value than that of the as-reactivated carbon powder specimen
(0.34 mmol g-1).

The cathodic current transients (designated as open symbols)
experimentally determined from the as-activated and as-reactivated
carbon electrode specimens are given in Figure 16, together with
those simulated (designated as solid lines). The simulation was
performed from the circuit analysis using the SPICE based upon
the six-RC-element ladder network at a potential step by taking the
values of circuit elements obtained from the complex nonlinear
least-squares (CNLS) fitting method of experimental impedance
spectra. For the as-activated carbon electrode specimen, the current
density decayed more slowly with time than that for the as-
reactivated carbon electrode specimen due to higher time constant
for the former carbon electrode specimen than that for the latter
carbon electrode specimen.

In Figure 17, the rate capability γcap was determined to be 0.60
for the as-activated carbon electrode specimen. This value is lower
than that for the as-reactivated carbon electrode specimen 0.76.
From these results, it is confirmed that the SAFG reduces the ion
penetration depth, and hence impedes the ion penetration into the
pores during double layer charging of the carbon electrodes.

VI. CONCLUDING REMARK

The present article first provided the brief overview of the synthetic
methods of the porous carbons. In order to prepare the microporous
carbons with high surface area, the physical/chemical activation
methods have been widely used for a long time.18-35 Recently, the
meso/macroporous carbons with various pore structures are
prepared by templating methods by using various templates and
changing sol-gel reaction conditions, e.g., pH, amount of template,
and gelation temperature.17,36-55

Subsequently, the characterization of the pore structures of the
porous materials using gas adsorption method was discussed in
detail. The types and characteristics of the adsorption isotherms
and the hysteresis loops were introduced. In addition, the BET
(Braunauer, Emmett, and Teller) theory92 for the determination of
the surface area and various theoretical models for characterization
of the pore structures according to the pore size range were
summarized based upon the adsorption theory.
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Figure 17. Plots of the reduced current density against the applied potential
obtained from the as-activated carbon (dotted line) and as-reactivated carbon
(dashed line) electrode specimens. Solid line represents the ideal double layer
capacitor where the time constant is zero. Reprinted from C.-H. Kim, S.-I.
Pyun, and H.-C. Shin, J. Electrochem. Soc. 149 (2002) A93. Copyright ©
2001, with permission from The Electrochemical Society.

And then, the molecular probe method and the image analysis
method for quantitative characterization of pore surface irregularity
and size distribution irregularity were discussed based upon the
fractal theory. The surface fractal dimensions56,58,65 which
characterize the pore surface irregularity were successfully
determined by the multiprobe (MP) method56,117,120-133 that uses
several kinds of multiprobe molecules with different molecular
sizes and the single-probe (SP) method56,58,60,137,138 based upon the
modified FHH (Frenkel,139 Halsey,140 and Hill141) theory describing
multilayer gas adsorption.
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On the other hand, for the microporous carbons with pore size
distribution (PSD) with pore fractality, the pore fractal
dimensions56,59,62 which represent the size distribution irregularity
can be theoretically calculated by non-linear fitting of experimental
adsorption isotherm with Dubinin-Astakhov (D-A) equation in
consideration of PSD with pore fractality.143-149 The image analysis
method54,151-153 has proven to be also effective for the estimation of
the surface fractal dimension of the porous materials using
perimeter-area method.154-159

Finally, as electrochemical applications of the porous carbons
to electrode materials for supercapacitor, this review covered the
effects of geometric heterogeneity and surface inhomogeneity on
ion penetration into the pores during double-layer charging/
discharging. It is noted that for the reliable fractal characterization
of the pore surfaces in terms of the constant phase element (CPE)
exponent α, it must be rigorously checked whether the surface state
of the electrode is homogeneous or not and whether the effect of
the surface roughness on the CPE is more dominant rather than that
of the surface inhomogeneity or not.

From the theoretical and experimental findings, it is obvious
that the wider PSD or pore length distribution (PLD) leads to the
more time constant distribution, thus causing higher retardation of
ion penetration into the pores during double-layer charging/
discharging. Furthermore, it is recognized that the surface
inhomogeneities such as microcrystallite sizes and the surface
acidic functional groups (SAFGs) impede the ion penetration into
the pores during double-layer charging/discharging of the carbon
electrodes, and hence decrease the rate capability γcap.
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NOTATION

ao Diameter of adsorbed molecule
A Area
Aad Adsorption potential
ABET Total Braunauer, Emmett, and Teller (BET) surface

area
Ac Molecular cross-sectional area
Atr Transition area at which the linear relationship

between the logarithm of perimeter and the logarithm
of area changes

α Constant phase element (CPE) exponent
ACFCE Activated carbon fiber cloth electrode
AFM Atomic force microscopy
β Affinity coefficient
βP Proportionality constant in the relationship between

the area and the perimeter
BDDT Braunauer, Deming, Deming, and Teller
BET Braunauer, Emmett, and Teller
BJH Barrett, Joyner, and Halenda
C Constant in BET equation
C′ Double-layer capacitance of the electrode/electrolyte

interface per unit pore length
CCPE CPE coefficient
Cd Specific double-layer capacitance per unit area
Cred Reduced double-layer capacitance
CSP Power-law exponent which is dependent upon the

surface fractal dimension determined by using the
single-probe method using gas adsorption

CNLS Complex nonlinear least-squares
CPE Constant phase element
CV Cyclic voltammogram
DF.ss Self-similar fractal dimension

L
ssF,d Self-similar fractal dimension of the two-dimensional

self-similar lakes
dpore,SP Pore fractal dimension determined by using the

single-probe method using gas adsorption
dsurf Surface fractal dimension
dsurf,MP Surface fractal dimension determined by using the

multiprobe method using gas adsorption
dsurf,SP Surface fractal dimension determined by using the

single-probe method using gas adsorption
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D Pore diameter
Dave Average pore diameter
D-A Dubinin-Astakhov
D-R Dubinin- Radushkevich
E Potential
Eo Characteristic adsorption potential for the reference

vapor, benzene
∆E Potential step
ε Threshold for the dominant forces between van der

Waals forces and the liquid/gas surface tension forces
in the multilayer gas adsorption

EDLC Electric double-layer capacitor
f(x) Distribution density function of pore size distribution

or pore length distribution
f(x)dx Number of the pores between x and x + dx
fP(x) Fractal pore size distribution
FFT Fast Fourier transform
FHH Frenkel, Halsey, and Hill
∆G Gibbs’ free energy
γ Incomplete gamma function
γcap Rate capability
γL Liquid surface tension
HRTEM High resolution transmission electron microscopy
H-K Horvath-Kawazoe
I Current
Itot Total current
∆i Current density difference between anodic and

cathodic peak currents of the cyclic voltammogram
IFFT Inverse fast Fourier transform
IUPAC International Union of Pure and Applied Chemistry
j 1−
k Empirical constant
ke Conductivity of the electrolyte
lo Arbitrary unit pore length
lp Pore length
ls Distance between reference electrode and working

electrode
La Microcrystallite sizes in a- axis direction (parallel to

the basal planes)
Lc Microcrystallite sizes in c- axis direction (parallel to

the edge planes
m Mass
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mn nth positive root of  (m tan m – Λ) = 0
µ Mean value of the distribution variables
MP Multiprobe
n Equation parameter in Dubinin-Astakhov equation
nad Number of adsorbed molecule layers
NA Avogadro constant
Nmono Number of adsorbed molecules to form a monolayer
ν Potential scan rate
p Adsorption equilibrium pressure of the gas
po Saturation pressure of the gas
p* Critical condensation pressure of the gas
P Perimeter
pH Potential of hydrogen
PLD Pore length distribution
PSD Pore size distribution
Q Reduced charge
Q1 Enthalpy (heat) of adsorption in the first adsorbed

layer
QL Enthalpy (heat) of liquefaction of adsorbate
r Pore radius
r1 First radius of curvature of the liquid meniscus in the

pores
r2 Second radius of curvature of the liquid meniscus in

the pores
rave Average pore radius
rL,m Mean radius of curvature of the liquid meniscus
rm Radius of the sphere probe molecule
rmax Pore radius of the maximum differential pore volume
rp Radius of a cylindrical pore
R Gas constant
R′ Resistance of the electrolyte inside a pore per unit

pore length
Rp Resistance of the electrolyte inside a pore
Rsol Solution resistance between reference electrode and

working electrode
R.E. Reference electrode
σ Standard deviation of the distribution variables
SAFG Surface acidic functional group
SCE Saturated calomel electrode
SEM Scanning electron microscopy
SP Single-probe
SPICE Simulation program with integrated circuit emphasis

188



STM Scanning tunneling microscopy
t Time
tad Actual thickness of adsorbed molecule layers
tad,max High-end thickness of the fractal regime
tad,min Low-end thickness of the fractal regime
T Absolute temperature
θ Contact angle between the solid and condensed phase
θL Local adsorption isotherm
Θ Overall adsorption isotherm
TEM Transmission electron microscope
TEOS Tetraethoxy silane
TLM Transmission line model
TMOS Tetramethoxy silane
V Volume of adsorbed gas molecule
Vcond Molar volume of the condensed adsorbate
Vm Molar volume of the gas
Vmax Upper limits of the power-law regimes in the plot of

ln V against ln ln(po/p)
Vmin Lower limits of the power-law regimes in the plot of

ln V against  ln ln(po/p)
Vmono Volume of monolayer coverage
Vo Total micropore volume
Vtot Total pore volume
wp Width of a parallel-sided slit
ω Angular frequency
W.E. Working electrode
x Average half-width of the slit-shaped pores
x′ Natural logarithm of pore length lp divided by an

arbitrary unit pore length lo to obtain a dimensionless
quantity

xmax Upper limits of the pore fractality
xmin Lower limits of the pore fractality
Z Electrochemical impedance
Z′ Real impedance
Z′′ Imaginary impedance
Zo Impedance of the pore
Ztot Total impedance of the pores
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The Use of Graphs in the Study of
Electrochemical Reaction Networks

Joseph D. Fehribach

Fuel Cell Center, Departments of Chemical Engineering and Mathematical
Sciences, Worcester Polytechnic Institute

I. INTRODUCTION

The purpose of this chapter is to review and discuss the uses of
graphs in the study of chemical and particularly electrochemical
reaction networks. Such reaction networks are defined by (often
elementary) reaction steps, and in turn the total chemical process
associated with a given set of reaction steps is its reaction network.
Such a network should normally determine at least one overall
reaction. Certain steps in a given reaction network may occur at
specified locations, and the overall process may involve transport
between these locations. Graphs have long been used in various
ways to clarify all of these concepts.

In what follows, any graph used to study a reaction network
will be termed a reaction graph. Although there have been many
such uses over the years, there are three general categories which
largely cover all uses of graphs:

1. reaction species graphs,
2. reaction mechanism graphs, and
3. reaction route graphs.
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The names of these categories are roughly those given by previous
authors, however, previous names have not necessarily been
consistent or correctly reflected similarities between graphs. In
particular, the terms “reaction graph” and “reaction diagram” have
been used by several authors in the past to identify particular
graphs described below. These uses are sometimes inconsistent,
and the term seems too general to associate with any specific graph
representing a reaction. This chapter will focus on representative
examples from each of the above categories, with a particular
emphasis on comparing and contrasting their distinctions as
graphs. The ordering of the presentation is basically chronological.

Before defining the three categories, it is perhaps useful to
give some basic graph-theoretic definitions. For our purposes, a
graph is a mathematical structure consisting of points (usually
called nodes or vertices) and line segments (usually called edges or
branches)—each line segment connecting (identifying) a pair of
these points. The key issue in dividing the various uses into the
three categories mentioned above is what the nodes and edges of a
particular graph represent. The standard definition of a graph is
here extended in two major ways: First, most of our graphs will be
digraphs, meaning that a positive direction will be associated with
each edge. Second, some of our graphs will have free or half
edges, meaning that these edges will be associated with a single
node and thus have a free end.

Reaction species graphs are generally the earliest reaction
graphs in use. As its name suggests, graphs in this category tend to
emphasize the species in the process. In species graphs, individual
species are represented by nodes, while edges represent reaction
steps, the connections between species and reactions, or in some
cases, more loosely the flow of the reaction process. Because of
the sometimes-vague role of the edges, reaction species graphs
perhaps are the most amorphous of the three categories. It is not
clear when the earliest reaction species graph was published, but
such graphs go back at least to the Krebs cycle in biochemistry in
the 1950s and probably much earlier.

The second category to be considered here is the reaction
mechanism graphs. In these graphs, nodes represent (elementary)
reaction steps, and edges represent individual species. Reaction
mechanism graphs are useful in depicting the locations of reaction
steps and the separations between steps. In the third category, that
of reaction route graphs, nodes represent combinations of species
(sometimes termed complexes) and their component potentials
(defined below), and edges represent reaction steps. Graphs in this
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third category are most helpful in computing the overall reaction
rate for a reaction network using the rates of the individual reaction
steps, or for finding an equivalent reaction circuit in much the
same way one might find an equivalent electrical circuit. While
these latter two categories are very distinct, graphs in both can be
seen as extensions of those in the first category.

There are several issues that tend to run across all categories
of graphs and should probably be addressed in general. For one,
the use of directed versus undirected edges is not consistent among
the various authors. In some cases, directed edges are used only for
reaction steps that run essentially to completion; in others, directed
edges indicate the forward directions for reversible steps. Which of
these two approaches is better will not be decided here. Also some
authors concentrate on whether or not certain reaction steps are or
are not “elementary.” While this is often an important distinction,
it is not particularly relevant here. In addition it should be pointed
out that individual molecules, ions or intermediates can never be
tracked around any reaction graphs; all reaction graphs represent
only the net reaction process, not the paths of individual molecules,
ions or intermediates. This is a particularly important point when
there are cycles in species and mechanism graphs. Finally a
number of the graphs discussed below are used in various ways to
help in making quantitative calculations. Such calculations can be
described most generally in terms of reaction route graphs, and
therefore quantitative and/or mathematical issues will be covered
in the context of those graphs.

There are other uses of graphs in chemistry—the most obvious
being those depicting molecules using atoms as nodes and bonds as
edges. Also graphs have been used to describe that structure of
layers or regions. These are of course important uses, but since
they are very different from graphs used to study reactions, they
are not considered here.

In some cases, graphs discussed in this work were presented as
diagrams in their original publication, rather than explicitly as
graphs. Also in some cases, essentially the same graph can be
drawn in different ways. Part of the goal of this chapter is to
reconcile such differences without distinctions, and the three
categories presented here attempt to do this. Graphs in the same
category share essential similarities, even if the style of their
respective drawing makes them look different, or they are
described with differing wording. There are, however, several
types of reaction graphs appearing in recent publications that do
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not fit into any of the three categories. Some of these graphs are
mentioned briefly in the Section V.

Finally two previous reviews of reaction graphs should be
cited in general: Bonchev and Mekenyan (1994)1 and Temkin,
Zeigarnik and Bonchev (1996).2

II. REACTION SPECIES GRAPHS

As mentioned above, reaction species graphs are characterized by
having some or all of the individual species involved in the
reaction network represented by nodes in the graph. Various
authors have developed a number of graphs that fall into this
category. Perhaps the most basic of these depicts the general flow
(both chemically and physically) of an overall process without
being too exact about the rules for drawing the graph. These are
often drawn as diagrams rather than precisely as graphs, and they
have been in use for many years. Again many graphical depictions
of the Krebs cycle are of this type. A more-recent example was
used by Liu and Macdonald (2001)3 to describe the formation of
passive films on iron in a borate buffer in the presence of EDTA

Figure 1. A species graph (or diagram) for the formation of passive films
on iron: species are at nodes (not explicitly shown), reaction steps and
flow are represented by directed edges. Reproduced from Ref. 3,
Copyright (2001), by permission of The Electrochemical Society.
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(cf   Figure 1).  Other  recent   examples   of   this  type  in  electro-
chemistry include work by Pavlov and Petkova (2002),4 Uchida, et
al. (2002),5 (2003),6 Chaplin and Wragg (2003),7 Voncken et al.
(2004)8 and Lei, Ju and Ikeda (2005).9 While these sorts of graphs
may be very helpful in understanding the processes they describe,
their definitions are too vague to be dealt with in any general way,
and so they will not be discussed in detail here.

1. Kinetic Graphs

A more precisely defined grouping in this category consists of
graphs which concentrate on the intermediate species. Temkin
(1965)10 defined kinetic graphs where each node represents a
specific intermediate except for a single node which represents the
so-called 0-species. Two nodes are connected by an edge if a
reaction step involves one of the two associated intermediates as a
reactant and the other as a product. If a reaction step has no
intermediates among its reactants, then a node representing an
intermediate among the products is connected by an edge to the 0-
species node. Similarly, if a reaction step has no intermediates
among its products, then a node representing an intermediate
among the reactants is connected by an edge to the 0-species node.

As an example of the construction of kinetic graphs, consider
the following set of reaction steps that yield the electrochemical
oxidation of hydrogen:

s1: H2 + S ←→  H2⋅S

s2: H2⋅S + S ←→  2(H⋅S)

s3: H2 + 2S ←→  2(H⋅S) (1)

s4: H2O + H⋅S ←→  S + H3O+ + e–

s5: H2O + H2⋅S ←→  H⋅S + H3O+ + e–

s6: H2O + H2 + S ←→  H⋅S + H3O+ + e–

The overall reaction is H2 + 2 H2O ←
→  2 H3O+ + 2 e–. Fishtik,

Callaghan and Datta (2005)11 discuss this reaction in another
context, taking H⋅S and H2⋅S as the intermediates. For this choice
of intermediates, a kinetic graph can be constructed as in Figure 2.
The tradition for kinetic graphs is to use directed edges only when
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Figure 2. Kinetic graph for the electrochemical oxidation of
hydrogen: nodes represent individual intermediates, an edge
connects two nodes exactly when the two corresponding
intermediates are the only intermediates on opposite sides of the

a reaction step proceeds effectively to completion, and undirected
edges for steps when reaction steps are reversible. Since all steps in
this example are of the latter type, the graph in Figure 2 contains
no directed edges.

The above example illustrates a significant limitation on
kinetic graphs: the mechanisms they depict must have reaction
steps that are linear in their intermediates to guarantee that a
kinetic graph can be drawn. Linear in their intermediates means
that at most one intermediate can be present among the reactants or
products   of   any  single   reaction   step,   and  the  stoichiometric
coefficient of such an intermediate must be one. Thus if one views
the reaction site S as an intermediate as was done in an example
given by Temkin, Zeigarnik and Bonchev (1996, p. 61),2 one
would not be able to construct the kinetic graph for the above
reaction network. Indeed because of the 2(H⋅S) in steps s2 and s3,
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this reaction network is not linear in its intermediates, and one
must be careful in interpreting the kinetic graph in Figure 2.

Kinetic graphs have several uses: As is the case with all
reaction species graphs, they show the topological relationship
between the intermediate species. In addition they can be helpful in
computing overall reaction rates. In both these respects, kinetic
graphs can be regarded as preliminary versions of reaction route
graphs (discussed in Section IV). A more extensive discussion of
these and other uses of kinetic graphs is given in Temkin,
Zeigarnik and Bonchev (1996).2 Graphs similar to kinetic graphs
were used by, among others, Christiansen (1953),12 Balaban,
Farcasiu and Banica (1966)13 and more recently Helfferich
(1989).14 See also Balaban (1994)15 for an overview of similar
graphs.

2. Bipartite Graphs

The final grouping in the category of species graphs is that of
bipartite graphs, meaning that the nodes are divided into two sets
and edges are only permitted to connect nodes from one set with
those of the other set. Nodes in one set (often drawn as disks)
represent reacting species while those in the other set (often drawn
as squares) represent reaction steps. Each species and each step is
represented by a single node. A directed edge leads from a disk-
node to a square-node exactly when the molecule or ion
represented by the disk-node is a reactant in the step represented
by the square-node. Similarly a directed edge leads from a square-
node to a disk-node exactly when the molecule or ion represented
by the disk-node is a product in the step represented by the square-
node. So for graphs in this grouping, edges do not represent an
element in the reaction process, but rather just indicate the
connectivity between species and reaction steps. Since the second
set of nodes represent reaction steps, bipartite graphs could be
thought of as intermediate between the present category of species
graphs and the second category of mechanism graphs. But since
reaction locations are not represented in bipartite graphs (this is a
major feature of mechanism graphs), and since bipartite graphs
represent individual species as nodes, it seems appropriate to
include bipartite graphs in the category of species graphs.

As an example of this sort of bipartite graph, let us again
consider the electrochemical oxidation of hydrogen; the
elementary steps are given in (1). A bipartite graph for this reaction
is given in Figure 3.
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Figure 3. Bipartite graph for the electrochemical oxidation of hydrogen: disk-nodes
represent individual species, square-nodes represent reaction steps. A directed edge
connects a disk-node to a square-node when species represented by the disk-node is
a reactant in the reaction step represented by the square-node. On the other hand, a
directed edge connects a square-node to a disk-node when species represented by
the disk-node is a product in the reaction step represented by the square-node.

Bipartite graphs have advantages over kinetic graphs in that
they can be drawn both for reaction networks that are linear in their
intermediates and those that are not. In addition, they depict all
species involved in a reaction, not just intermediates. On the other
hand, there are also disadvantages, for example that they are not
helpful in computing reaction rates (they can not generally be
associated with potentials as can reaction route graphs). And as
was seen in Figure 3, there is still no guarantee for a given process
that the corresponding bipartite graph will be planar, meaning that
it is possible to draw the graph so that edges do not intersect except
at nodes. (Kinetic graphs may also not be planar.) Even if a graph
is planar, it may be difficult to draw the graph without unwanted
intersections that make the graph appear more complicated. Still
bipartite graphs do give roughly equal emphasis to both the
reacting species and the reaction steps. In this regard they can be
thought of as intermediate between other species graphs and the
mechanism graphs of the following Section.

Balandin (1970)16 appears to have used bipartite graphs to
study reactions in the 1930s (though his work was not published
until much later). Clarke (1980)17 used a type of bipartite graph
which he termed a current diagram to study the stability of
reaction networks. He found that for a reaction process to be
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unstable (i.e., for the process to oscillate or behave chaotically), the
corresponding current diagram must containing a current cycle—
an irreversible cycle among the species. Sinanoglu (1981)18

purposed a small variation on the sort of bipartite graph discussed
above where reaction steps are represented by wavy edges
connecting square nodes which represent the beginning and ending
of the reaction step. Fan, Bertok and Friedler (2002)19 and Friedler
et al. (1992)20 used p-graphs (bipartite graphs with bars rather than
squares representing steps) in their algorithm for synthesizing a
reaction network from elementary steps. Other applications of
bipartite graphs in the study of reactions are discussed in Temkin,
Zeigarnik and Bonchev (1996).2

III. REACTION MECHANISM GRAPHS

Reaction mechanism graphs are defined by the following
characteristic properties: Reaction steps are represented by nodes,
while the species involved in these steps are represented by
directed edges. The direction of the edge indicates movement of
the species from reaction step where it is a product to a presumably
separate step where it is a reactant. A given species may appear on
any number of distinct edges on a graph, and either multiple edges
or edges weighted by the appropriate stoichiometric numbers may
represent multiples of a given species moving between reaction
steps. Each step, however, is represented by a unique node.
Terminal species (those that make up the overall reaction) are
represented by free edges (defined above) which connect to only
one node. The overall products are represented by edges directed
outward, the species consumed by the overall reaction are
represented by edges directed inward, and species which cycle
through the reaction are represented by edges directed inward and
equally-weighted edges directed outward. Nodes can be positioned
to indicate reaction sites where a particular reaction takes place,
i.e., on a specific surface or in a particular bulk phase.

Reaction mechanism graphs are particularly useful in
comparing several different reaction mechanisms that yield the
same overall reaction, and also in considering the relative locations
of various steps. This is illustrated through several examples from
molten carbonate and proton-exchange membrane (PEM) fuel cell.
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1. MCFC Cathodic Reactions

As a first example of the use of reaction mechanism graphs,
consider the electrochemistry of molten carbonate fuel cell
(MCFC) cathodes. These cathodes are typically nickel-oxide
porous electrodes with pores partially filled with a molten
carbonate electrolyte. Oxygen and carbon dioxide are fed into the
cathode through the vacant portions of the pores. The overall
cathodic reaction is O2 + 2CO2 + 4e– ←

→  2CO3
=. This overall

reaction can be achieved through a number of reaction
mechanisms; two such mechanisms are the peroxide mechanism
and the superoxide-peroxide mechanism, and these are considered
next.

(i) Peroxide Mechanism

The peroxide mechanism achieves the overall reaction through
the following sequence of five reaction steps:

s1: CO2(g) ←→  CO2(e)

s2: O2 + 2CO3
= ←→  2O2

= + 2CO2(e)

s3: O= + CO2(e) ←→  CO3
=                             (2)

s4: O2
= + e– 

←
→  O= + O–

s5: O– + e– 
←
→  O=

Notice that four of these steps (s2 through s5) are chemical or
electrochemical steps, while step s1 denotes the physical
dissolution of carbon dioxide as it moves from the gas phase into
the electrolyte phase.

The relationship between the five peroxide mechanism
reaction steps can be seen in the reaction mechanism graph in
Figure 4. As defined above, each step occurs at one of the five
nodes, and the directed edges give the forward direction for the
mechanism. Current-carriers for the overall mechanism are in
boxes, while carbonate ions that continue from one cycle to the
next are circled. Dashed vertical lines represent interfaces between
phases. Nodes on the gas-electrolyte interface represent reaction
steps occurring at that interface; nodes attached to the electrolyte-
solid interface represent reaction steps occurring at sites on the
surface of the solid phase. The location of each reaction on this
reaction   mechanism   graph   follows   the    description    of    the
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Figure 4. Reaction mechanism graph for the peroxide mechanism: reactions occur
at dots, arrows show the forward direction for reactions, dashed lines separate
phases, current-carriers are in boxes, and carbonate ions which continue from one
cycle to the next are circled.

mechanism given by Yuh and Selman (1984),21 except for the
oxide/carbon-dioxide recombination step, s3. Following Lee,
Selman and Plomp (1993),22 the recombination step occurs in the
electrolyte phase, instead of at the solid-electrolyte interface.

Reaction mechanism graphs such as the one in Figure 4 can
lead to a number of insights which would be difficult or impossible
to make simply from studying a list of reaction steps such as (2).
Hemmes, Peelen and de Wit (1999)23 observed from the graph that
since the step that produces peroxide, s2, and the recombination
step, s3, occur at different locations in the cathode, one can
separate the inlet channels for oxygen and carbon dioxide. The
advantage to this separation is that since carbon dioxide is also a
product of s2, the rate of this reaction might be increased by not
feeding carbon dioxide near the location of this step. This work
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eventually led to the design of a new type of MCFC cathode, the
iMCFC cathode. In addition, the mechanism graph for the peroxide
mechanism illustrates how carbonate ions (those circled in Figure
4) cycle through the overall reaction. Indeed because of the role
carbonate in initiating the process, these graphs were originally
called reaction cycle graphs.24 Again, it is difficult or impossible to
discover the role carbonate simply by studying the list (2).

(ii) Superoxide-Peroxide Mechanism

As reaction mechanisms become more complicated, the need
for effective graphical depictions increases. To illustrate this, let us
consider the superoxide-peroxide mechanism of Adanuvor, White
and Appleby (1990).25 The overall reaction for this mechanism is
the same as in the previous cases: O2 + 2CO2 + 4e– ←→  2CO3

=. This
mechanism consists of seven steps, three of which appear to be the
same as in the peroxide mechanism:

s1: CO2(g) ←→  CO2(e)

s2: O2 + 2CO3
= ←→  2O2

= + 2CO2(e)

s3: O= + CO2(e) ←→  CO3
=

s4: O2 + O2
= ←→  2O2

–                                 (3)

s5: 3O2 + 2O= ←→  4O2
–

s6: O2
– + e– 

←
→  O2

=

s7: O2
= + 2e– 

←
→  2O=

The reaction mechanism graph for this mechanism is given in
Figure 5; again all of the steps except s3 (recombination) occur at
an interface.

The graphs in Figures 4 and 5 are useful in comparing the
peroxide and superoxide-peroxide mechanisms. Although there are
a number of similarities (essentially the same recombination
reaction, for example), the graphs show the differences in the roles
of peroxide in the two mechanisms. In the first case, peroxide must
be transported across the electrolyte phase, while in the second, it
can exists only on the gas-electrolyte interface. Indeed oxygen can
not exist in the electrolyte phase. The graphs also indicate that the
superoxide-peroxide mechanism requires a great deal more ion
transport between the gas-electrolyte and electrolyte-solid
interfaces.
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Figure 5. Superoxide-peroxide reaction mechanism graph: notation and symbols as
in Figure 4.

2. HER Reactions

Reaction mechanism graphs may be useful in studying reaction
mechanisms even when there is no species cycling through the
reaction. To see this, consider the simple example of the
electrochemical hydrogen evolution reaction (HER) mechanism.
Here the overall reaction is 2H2O +2e– ←

→  2OH– + H2. The
elementary reaction steps that combined to yield HER (cf. Fishtik
et al., 2005)26 are

s1: 2(H⋅S) ←→  H2 + 2S

s2: S + H2O + e– 
←
→  H⋅S + OH–                         (4)

s3: H2O + H⋅S + e–
←
→  S + H2 + OH–
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The subscripts which distinguish the steps honor, respectively,
Tafel, Volmer and Heyrovsky. Unlike the MCFC cathodic reaction
mechanisms, however, these steps combine pairwise to yield the
overall reaction. The reaction mechanism graphs for each of the
three reaction mechanisms are shown in Figure 6. Notice that it is
not possible to represent the entire mechanism by a single reaction
mechanism graph. This is because, unlike in the MCFC case, there
are now independent full reaction routes which yield the over all
reaction. In both of the MCFC examples, there was only one. Still
the three separate graphs do clearly convey the three HER reaction
routes.

Figure 6. Reaction mechanism graphs for HER: again reaction steps
occur at nodes, arrows show the forward direction for reactions, and
the dashed line represents the metal-electrolyte boundary.
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IV. REACTION ROUTE GRAPHS

Reaction route graphs are defined as follows: Reversible reaction
steps are represented by directed edges, and nodes represent
combinations of species—in particular the component potentials,
i.e., sums and differences of electrochemical potentials weighted
by the appropriate stoichiometric numbers. This implies that the
potential difference between any two adjacent nodes is the affinity
of the associated step. Indeed this potential difference must be the
reaction step affinity no matter where the associated directed edge
appears in the graph. The direction of each edge indicates the
forward direction of the associated step. Nodes fall into two types:
terminal nodes correspond to combinations of species, i. e., those
that are either the products or the reactants for the overall reaction;
intermediate nodes correspond to combinations that contain at least
in part intermediate (non-terminal) species. Reaction route graphs
can be multi-graphs—multiple edges are permitted to connect the
same nodes. Taken as a whole, each reaction route graph must
satisfy four fundamental defining conditions:

• The sum of the reaction rates for the steps incident on/from
each terminal node must be some stoichiometric multiple of
the overall reaction rate.

• The sum of the reaction rates for steps incident on/from
each intermediate node must be zero.

• The sum of the affinities around any closed cycle must be
zero.

• The sum of the affinities for any trail, path or walk between
two terminal nodes must be the affinity of the overall
reaction.

These four conditions are equivalent to Kirchoff's laws (the
first two are equivalent to Kirchoff's current law; the last two are
equivalent to Kirchoff's voltage law). This analogy implies that
through the use of reaction route graphs, one can study reaction
mechanisms using the tools that are traditionally used to study
electrical circuits. Not all reaction networks, however, may have
reaction route graphs; it is still not clear how to characterize
exactly for which networks one can construct an appropriate
reaction route graph. But when a reaction route graph can be
drawn, it will be very helpful in understanding the reaction
network.

The applications of reaction route graphs are in general among
the most  advance uses of graphs in the study of reaction  networks
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Figure 7. Reaction route graphs for the peroxide and superoxide-peroxide
mechanisms: reaction steps occur on directed edges; nodes ni represent the
component potentials, the difference between these potentials for adjacent nodes is
the affinity of the associated reaction step; and terminal nodes are open,
intermediate nodes, closed.

to date. Reaction route graphs allow one to depict several
independent full routes on a single graph. In addition, reaction
route graphs are more quantitative than any of the graphs
previously discussed in that they allow one to calculate or verify
overall reaction rates and affinities from the reaction rates and
affinities of the reaction steps. One can also define simpler
equivalent reaction route graphs that yield the same overall
reaction. To see this, let us return to the examples from the
previous Section.

1. MCFC Cathodic Reactions

The reaction steps for both the peroxide and superoxide-peroxide
mechanisms were given in the previous Section by (2) and (3).
Notice that because the various intermediates exist only on or in
certain phases, the full reaction route can only be achieved using
the full set of reaction steps, although there is not a unique
ordering of the steps. Because each of these mechanisms has only a
single full reaction route, each of the reaction route graphs is
simply a chain or path—an alternating node-edge sequence with
no repetition of nodes or edges; these are shown in Figure 7.
Despite their simplicity, these reaction route graphs are still useful
in modelling the reaction electrochemistry. Consider the rates of
the reaction steps for the peroxide mechanism. Typically certain
steps are slow (rate limiting) while the others are relatively fast and
thus can be viewed as being in equilibrium. Following Yuh and
Selman (1984),21 (1992)27 and Kunz and Murphy (1988),28 let us
assume that steps s3 and s4 are both of comparable rate and rate
limiting, while all of the other steps are in equilibrium. Using this
assumption, one can define component potentials by identifying all
of  the nodes  that are in equilibrium,  i.e., nodes whose  associated
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Figure 8. Equivalent component-
potential reaction route graph for
the peroxide and superoxide-
peroxide mechanisms.

potentials are essentially equal. This allows one to draw an
equivalent component-potential reaction route graph for the
peroxide mechanism as in Figure 8 and simplifies ones view of the
reaction network. This development (without the aid of the actual
graphs) was used by the author and his colleagues in Delft to
model MCFC cathodes (2000–2001).24,29,30 They were able to
develop a relatively simple model with a minimum number of
variables and parameters, and to determine what electrode
structures are most favorable for good performance. Depending on
which of its steps are considered rate limiting, a similar derivation
can be given for the superoxide-peroxide mechanism.

The reaction route graphs, however, do have certain
limitations. It is not in general possible, for example, to depict the
physical location of the various reactions and species. It is not easy
to distinguish on reaction route graphs that the peroxide ions,
which must move across the electrolyte in the peroxide
mechanism, exist only on the phase interfaces (gas-electrolyte and
electrolyte-solid) in the superoxide-peroxide mechanism. This
depiction is one of the strong points for reaction mechanism
graphs.

2. HER Reactions

A reaction route graph for HER is given in Figure 9. Since the
HER mechanism has three independent reaction routes, the
reaction route graph for this mechanism can not simply be a chain.
Also Fishtik et al. (2005)26 explicitly drew the overall reactions as
two edges connecting the two terminal nodes; these edges are not
included here so that the HER reaction route graph more closely
resembles similar graphs of other authors (cf. below). Note that it
is possible to display all three distinct full routes on a single
reaction route graph.

Construction of reaction route graphs when there are a number
(perhaps  many)  independent reaction routes can be difficult and is
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Figure 9. Reaction route graph for
HER: again reaction steps occur on
directed edges; nodes represent the
component potentials; and terminal
nodes are open, intermediate nodes,
closed.

discussed by Fishtik, Callaghan and Datta (2004–2005).11,31,32 For
the present discussion, it is sufficient to show that the graph in
Figure 9 satisfies the four defining properties for reaction route
graphs. This can be seen directly from the reaction steps and the
overall reaction: The sums of the rates for the steps which produce
terminal species (here H2, H2O and OH–) must be the overall
reaction rate rOR weighted by the corresponding stoichiometric
coefficient from the overall reaction. This implies that

HTORH2
rrrr +==

HVOROH 2- rrrr +==                       (5)

HVOROH 2
2

rrrr −−=−=

In addition, the sum of the rates for the steps that produce
intermediate species (here HS) must be zero; thus rV – rH – 2rT = 0.
Clearly the expressions for rOR corresponding to H2O and OH– are
equivalent, and using the intermediate-species condition, one can
see that the H2 expression in (5) is also equivalent with these two.
So the terminal and intermediate-species conditions yield two
independent requirements; these two guarantee that the first two
conditions defining a reaction route graph (which amount to
Kirchoff's current law) are satisfied by the graph in Figure 9. The
intermediate-species condition guarantees that the sum of the rates
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at both intermediate nodes in Figure 9 are zero. The terminal-
species condition, on the other hand, guarantees that the sum of the
rates at both terminal nodes in Figure 9 equal 2rOR.

To see that the latter two defining properties are also satisfied,
notice that one combination of the reaction steps yields a empty
(null) route where all of the species cancel, while three other
combinations yield the overall reaction:

OR2
OR2
OR
0

TH

TV

HV

THV

  s  s
  s  s
  s  s
  s  s  s

=−
=+
=+
=+−

                              (6)

These relationships between the reaction steps imply
corresponding relationships between the affinities:

ORTH

ORTV

ORHV

THV

    
    
    
      

AAA
AAA
AAA

AAA

=−
=+

=+
=+−

2
2

0

                             (7)

All of this amounts to Kirchoff's voltage law. Clearly both (6) and
(7) are consistent with Figure 9, and therefore all four defining
conditions are satisfied.

Reaction route graphs and the associated systems of equations
for the reaction rates and affinities can be used to compute overall
rates based on rates and affinities for the individual steps. In
addition, using the graph, one can determine which routes are most
significant (offer the least resistance) and which can be eliminated
as unnecessary because the rates are too small to be significant. For
HER this was done by Fishtik et al. (2005);26 for lower potentials it
was found that the Volmer and Tafel steps are dominant, while for
higher potentials, the Volmer and Heyrovsky are dominant. The
process described above allows one to quantify this result—to
calculate precisely how much more the reaction “current” flows
through one full route rather than another. In this regard, reaction
route graphs can be seen as an extension of the kinetic graphs
(described above) which are only guaranteed for reactions that are
linear in their intermediates to more-general reaction networks.

Reaction route graphs as developed above were defined by
Fishtik, Callaghan and Datta (2004–2005);26,31,32 similar graphs in
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this category have been used by other authors. Horn (1973)33,34

proved a number of results about reaction diagrams and complex
graphs which are essentially reaction route graphs, though he
considered reversible, weakly reversible and irreversible reactions.
Oster, Perelson and Katchalsky (1973)35 referred to these graphs as
topological graphs. Both of these two studies used reaction route
graphs as a stepping stone to other types of graphs mentioned in
the next Section. More recently Qian, Beard and Liang (2003)36

used a simple reaction route graph in their study of a three-state
kinetic cycle (cf. Figure 10). Also Palsson37 has authored or co-
authored a series of articles that propose the use of graphs similar
to reaction route graphs for the study of reaction networks.
Palsson’s work covers both reversible and irreversible networks
and defines two types of sets of routes:

1. elementary modes and
2. extreme pathways.

The extreme pathways are a basis (in the sense of vector spaces)
for all routes through the reaction network, i.e., any route can be
written as a linear combination of the extreme pathways. When all
the reaction steps are irreversible, these two sets are equivalent,
i.e., they have the same elements. When some of the steps are
reversible, there are more (perhaps far more) elementary modes,
though this set is still much smaller than the countably infinite set
of all routes. In any event, all routes can be obtained as
combinations of the elements of either set, and thus if one studies
these relatively small sets of routes, one can hope to obtain results
for all routes.

Figure 10. Three state kinetic cycle
showing the relationship between three
potential states A, B and C. The ki are
rate constants.36
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V. DISCUSSION: OTHER REACTION GRAPHS

As mentioned above, the categories discussed in this chapter cover
most but not all graphs used to study chemical or electrochemical
reaction network. Among those not covered are the bond graphs
defined by Oster, Perelson and Katchalsky (1973).35 Bond graphs
are a separate generalization of reaction route graphs (or
topological graphs as Oster, Perelson and Katchalsky term them)
containing two types of nodes (or junctions): one-junctions whose
bonds to other elements of the graph correspond to edges on a
topological graph, and zero-junctions whose bonds to one-
junctions have no topological-graph counterpart. Bond graphs are
discussed at length by Thoma (1975).38 Separately Oster and
Perelson39 describe a type of directed graph (which they do not
name) which is associated with a form of the stoichiometric matrix
for a reaction network. In this graph, both species and reaction
steps are represented by distinct edges. Another use of graphs that
does not fit into any of the three categories defined above was
given by Elkin (1987)40 whose graphs represent linear variational
systems associated with reaction processes (change in potential,
change in current, change in flow rate, etc.). The implications for
chemical networks, though claimed by the author, still need to be
developed more fully.

Several of the works discussed above include graph-theoretic
calculations of, for example, the complexity of a graph.
Unfortunately it is not clear in many cases what the implications
are for the reaction network for differences in the complexity of
various associated graphs, particularly when the differences are
small. In some cases, the results seem counterintuitive in that the
more complex graph is constructed from the physically more
important reaction process. More study is needed of these issues.

Finally, taken as a whole, the above discussion makes clear
that no particular graph can completely represent all aspects of a
reaction network. Each type of graph illustrates well certain details
while leaving others less clear. To some extent, both reaction
mechanism graphs and reaction route graphs can be seen as distinct
generalizations of species graphs that were generally developed
earlier. Reaction mechanism graphs emphasize the inter-
connections and locations of the species and reaction steps, while
reaction route graphs emphasize the routes through the reaction
network leading from the reactants to the products. It is not clear
that reaction route graphs can be drawn for all reaction networks,
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but when they can, route graphs are a powerful tool in the study of
reaction networks.
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Three dimensional electrode structures are used in several
applications, where high current densities are required at relatively
low electrode and cell polarisations, e.g. water electrolysis and fuel
cells. In these applications it is desirable to fully utilize all of the
available electrode area in supporting high current densities at low
polarisation. However conductivity limitations of three-
dimensional electrodes generally cause current and overpotential to
be non-uniform in the structure. In addition the reaction rate
distribution may also be non-uniform due to the influence of mass
transfer.1

In this chapter generalized mathematical models of three
dimensional electrodes are developed. The models describe the
coupled potential and concentration distributions in porous or
packed bed electrodes. Four dimensionless variables that
characterize the systems have been derived from modeling; a
dimensionless conduction modulus µ, a dimensionless diffusion (or
lateral dispersion) modulus s, a dimensionless transfer coefficient
α and a dimensionless limiting current densityγ. The first three are
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used for porous electrodes and all four are used for packed bed
electrodes. These variables are useful for three-dimensional (3-D)
electrode reactor analysis.

Adomian’s Decomposition Method is used to solve the model
equations that are in the form of nonlinear differential equation(s)
with boundary conditions.2,3 Approximate analytical solutions of
the models are obtained. The approximate solutions are in the
forms of algebraic expressions of infinite power series. In terms of
the nonlinearities of the models, the first three to seven terms of the
series are generally sufficient to meet the accuracy required in
engineering applications.

I. INTRODUCTION

Nonlinear problems frequently arise in engineering, but many texts
are oriented towards linear problems due to the difficulty of non-
linearity. For chemical systems as well as electrochemical systems,
the mathematical models are typically nonlinear and even strongly
nonlinear due to the nature of kinetics influenced by transport
phenomena.

Solving the nonlinear mathematic models by a numerical
method depends on the trial values that are chosen by experience
and is not based upon a particular theory. The results obtained are
greatly influenced by the initial values selected that is a
characteristic of strong nonlinear problems. By using numerical
techniques to solve nonlinear models, iterations must be
implemented. With the incorrect selection of a trial value,
divergence in solution can appear. The accuracy of the numerical
results cannot be estimated theoretically for nonlinear problem
since there is no analytical solution available. This is why an
approximate analytical solution is extremely useful for a theoretical
analysis of nonlinear problem! If an approximate analytical
solution can be obtained, then this has a number of benefits:

1. a numerical program can be dispensed with, or a much
sampler algebraic equation(s) rather than differential
equations (DEs) can be used;

2. we can be free from the difficulty of iteration and diverging
solution if the approximate solution is theoretically proved
to be convergent; and

3. an algebraic expression is obtained that can be analyzed
mathematically over the whole region of interest.

222 K. Scott and Y.-P. Sun



Approximate Solutions for Models of 3-D Electrodes by ADM

This review considers what we believe to be a suitable method
to solve a range of electrochemical related problems in science and
engineering, i.e., Adomian decomposition. The method is applied
to several problems related to the analysis of three dimensional
electrodes.4,5 The typical structure of three dimensional electrodes
is shown schematically in  Figure 1, in terms of two types of
electrode.  Figure 1a, is appropriate for electrodes connected by an
electrolyte as typically used in synthesis or in batteries, while
Figure 1b is for electrodes as used in fuel cells, e.g., polymer
electrolyte fuel cells (PEMFC). In general the models are
concerned with determining the concentration and potential (and
current) distributions in the structure.

The solution of models of these electrodes continues to be
achieved using methods such as finite difference, finite elements,
finite volume, shooting etc.6,7 Here, we present an alternative
approach and make comparisons with solutions of models using
alternative numerical methods.

II. ADOMIAN’S DECOMPOSITION METHOD (ADM)

G. Adomian developed the decomposition method to solve the
deterministic or stochastic differential equations.3 The solutions
obtained are approximate and fast to converge, as shown by
Cherrault.8 In general, satisfactory results can be obtained by using
the first few terms of the approximate, series solution. According
to Adomian’s theory, his polynomials can approximate the

 Figure 1. The typical structure of three-dimensional electrodes.

223



analytical solution, with a higher accuracy, by increasing the
number of terms in the polynomials.

In general a differential equation can be expressed by an
operator equation.3,9 With the first decomposition, the original
deterministic non-linear differential equation can be written in the
Adomian’s general form as:

)(~ xgNuRuLuuF =++= (1)

where, Lis the highest order derivative which is assumed to be
easily invertible, R is a linear differential operator of order less
than L, N is an nonlinear operator of an analytic nonlinearity, and
g(x) is an inhomogeneous or a source term. Applying the inverse
operator L-1, to both sides of Eq. (1), and using the given initial
and/or boundary conditions we obtain

NuLRuLxgLLuL 1111 )( −−−− −−=  (2)                                       

)()( 11 NuLRuLfu i
−− −−=  (3)

where, L-1 simply symbolizes n-fold integrations for an nth-order L.
The function fi represents the terms arising from integrating the
inhomogeneous term g(x) and from using the given conditions, all
are assumed to be prescribed. Secondly, the solution process is
assumed, i.e., the standard Adomian method defines the solution
u(x), as the infinite series

∑
∞

=

=
0n

nuu (4)

where the components u0, u1, u2, ... are usually determined
recursively by

ifu =0 (5)

0),()( 11
1 ≥−−= −−

+ nNuLRuLu nnn            (6)

Furthermore the decomposition method identifies the nonlinear
term by the decomposition series
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where An are the so-called Adomian polynomials. Adomian
formally introduced formulas that can generate Adomian
polynomials for all forms of nonlinearity. Anis defined as2,3
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Other polynomials can be generated in a similar manner. A0
depends only on u0, A1 depends only on u0 and u1, A2 depends only
on u0, u1, and u2, and so on. It is clear that A0 is always determined
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independently of the other polynomials An, n ≥ 1, so that A0 is
always defined by A0 = f(u0).

III. EXAMPLE OF APPLICATIONS TO CATALYTIC
REACTIONS

An important problem in catalysis is to predict diffusion and
reaction rates in porous catalysts when the reaction rate can depend
on concentration in a non-linear way.6 The heterogeneous system is
modeled as a solid material with pores through which the reactants
and products diffuse. We assume for diffusion that all the
microscopic details of the porous medium are lumped together into
the effective diffusion coefficient De for reactant.

Figure 2 shows a schematic of a porous catalyst slab that is
supplied by reactant from the outer surface and in which reaction
takes place at the internal catalytic surface. It is known in such
systems that, when diffusion of species internally in the structure is
slow in comparison to the rate of reaction, a variation in reactant
concentration will occur in the catalyst. This variation in
concentration changes the rate locally in the electrode.

In the system considered it is assumed that there is no
variation in the rate constant locally in the structure. For
electrochemical systems this is equivalent to assuming a constant
potential in the structure and is an approach used in “plane”or
“agglomerate” models of electrocatalysts.

226 K. Scott and Y.-P. Sun

Figure 2. Schematic of a porous catalyst slab.



Approximate Solutions for Models of 3-D Electrodes by ADM

Assuming that diffusion, in the porous catalyst can be
described by Fick’s law, we have

iiei cDN ∇−=
→

(11)

where 
→

iN is the vector of local flux of reactant i, ∇ci is the gradient
of concentration of reactant i, and Dei is the effective diffusion
coefficient of i. For mass transfer only in the form of diffusion, the
divergence of 

→
iN should be

)( ii cRN =⋅∇
→

 (12)

where R(ci) is the rate of reaction (consumption) of i per unit
volume. On the assumption that Dei is constant

iieiiei cDcDN 2∇−=∇⋅−∇=⋅∇
→

(13)

With this approximation a mass balance on a volume of the porous
medium gives

0)(2 =−∇ iiie cRcD (14)

We consider the reaction A → B, with the rate depending on the
nth power of concentration of A, denoted by R(c) = kcn, where k is
the reaction rate constant. The goal is to predict the overall reaction
rate, or the mass transfer in and out of the catalyst pellet.

Let us next assume that the diffusion occurs, at a steady state,
in a porous slab that is infinite in two directions, giving a large
plane sheet with diffusion through the thickness of the sheet. We
thereby simplify Eq. (14) to one dimension by assuming negligible
variation of the concentrations in the y and z directions, to give,

0/ 22 =− n
e kcdxcdD  (15)

where, x is diffusion distance. Here we consider one side (or the
center) of the slab as impermeable (no flux) and the concentration
is held fixed at the other side. The two boundary conditions are
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0=x         dxdcDe /  = 0 (16)

Lx =         0cc = (17)

where L is a half of thickness of catalyst slab, and c0 is a bulk
concentration.

Equations (15)–(17) represent an ordinary differential equation
and a boundary-value problem. For a suitable solution,
dimensionless equations can be derived from Eqs. (15)–(17) by
letting X = x/L, C = c/c0. For an isothermal reaction, that is nth-
order and irreversible, in planar geometry we obtain

0/ 222 =− nCdXCd φ (18)

0=X       0/ =dXdC  (19)

    1=X                 1=C  (20)

where the C is a dimensionless concentration variable, and the
Thiele modulus , e

n
DcLk /

102
0

2 −
=φ . In the Thiele modulus, the

group )(
10

0
−n

ckL  is a characteristic property for reaction, while
L/De is a characteristic property for diffusion. The Thiele modulus
thus measures the relative importance of the diffusion and reaction
phenomena.

As a consequence of diffusion there is a reduction in the
reaction rate as we progress inside the catalyst with a result that the
overall rate is much less than would be achieved if the reactant
were at a concentration as supplied at the outer surface. Thus the
catalyst regions are not effectively used and the concept of
effectiveness is introduced. Effectiveness is defined as the average
reaction rate, i.e., with diffusion, divided by the reaction rate if the
rate of reaction is evaluated at the boundary condition value at
X = 1. The effectiveness factor can be generally given by

∫
∫
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φ
ξ (22)

The parameter ag = 1, 2, 3, for flat plate, cylindrical, or spherical
geometry respectively. In the Thiele modulus, the character
distance L = L (a half of thickness of catalyst pellet) for flat plate,
L = r0 (the radius of catalyst pellet) for cylindrical, or spherical
geometry.

1. Model Solution

(i) Catalyst Slab10

In the linear case, for reaction orders n = 0 or 1, analytical
solutions can be obtained. For n = 1, the solutions of dimensionless
concentration distribution C(X) and effectiveness, ξ, are

)cosh(
)cosh()(

φ
φXXC = (23a)

φ
φξ )tanh(

= (23b)

By applying the ADM to the linear problem, we obtain10
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n xC

n
C 2
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nn
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∞
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∞
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(24b)

where n is the number of terms, and C0 is a constant which equals
to the value of C at X = 0, where the boundary condition is
dC/dX = 0. Substituting the boundary conditions, Eqs. (19) and
(20), C0 can be determined and the same analytical solution with
Eq. (23) is obtained. Clearly the linear differential equation(s) can
be solved by ADM. Whereas in the non-linear case, (n ≠ 0, 1),
analytical solutions do not exist but Adomian’s method is
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available. In Adomian’s method, u0, the root of the polynomial, is
C0, the value of C at X = 0.

We can only obtain all of the forms of partial solutions if C0 is
known. It is obvious that, the stronger the non-linearity of the
problem, the more terms will be required in the approximate
solution. The non-linearity depends on both the function and the
value of the parameter φ. The solution, the concentration
distribution in the catalyst pellet, for the general nth-order reaction
by using a m + 1 term approximation is given as
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where n is the reaction order, and C0 is the root of the polynomial.
For instance, consider the second order reaction R(c) = kc2, the
nonlinear term should be NC = φ 2C 2. The particular nonlinearity is
easily given by using Adomian polynomials according to Eq. (10):
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According to Eqs. (18)–(20), a generalized isothermal model of
reaction and diffusion in a catalyst slab with the second order
reaction can be solved to obtain the solution series:

 ∑
=

+ =Λ−
m

n
nm CC

0
2,1~                         (28)

The analytical approximations of the dimensionless concentration
distribution, C(X) and effectiveness, ξ, by using the front three
terms, namely m = 2, are listed below:
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dimensionless distance in the catalyst slab,
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Equations (29) and (30) can be used when φ < 2, whereas more
terms are needed for the approximation to meet the requirement of
accuracy when φ > 2.
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(ii) Spherical Catalyst Pellet11

Equation (18) can be written in a general form for the
parameter ag = 1, 2, 3 for flat plate, cylindrical, or spherical
geometry, respectively:

 0)
1

( 2
2

2
=−

−
+ ng C

dX
dC

X
a

dX
Cd φ             (31)

The boundary conditions are:

 0=X     0=
dX
dC       (center of catalyst)    (32)

 1=X      1=C           (surface of catalyst)    (33)

For a spherical geometric catalyst pellet, ag = 3, X = r/r0, where r0
is the radius of catalyst pellet. In the linear case (n = 1), the
solutions of the dimensionless concentration distribution C(X) and
effectiveness ξ are

)sinh(
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φ
φ

X
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)1
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1(3
φφφ

ξ −=                      (35)

In a nonlinear case (n ≠ 0 or 1), to simplify the solution procedure
and for a rapid convergence of the Adomian decomposition
solution, let Y = CX and rewrite Eq. (31) as

nn X
dX
d −Υ=

Υ 12
2

2
φ           (36)

0          ,0 =Υ=X              (37)

1          ,1 =Υ=X               (38)
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The approximate expressions for the concentration and
effectiveness are obtained, by using m terms for an nth-order
reaction, as
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where C0, is the root of polynomial, namely the concentration of
reactant at the core of the spherical catalyst pellet. It should be
noted, the root C0 can be obtained analytically when the ADM
approximate solution term m ≤ 4 for reaction orders n = 0.5, 1.0,
2.0,10,11 otherwise the Newton iteration method will be needed for
C0.

The solution method, the Adomian Decomposition Method
(ADM), is mechanized for solving the nonlinear models according
to the principle of “Parameter Decomposition”.2,3 A Mathematica
code of the ADM,12 for general order reactions in planar or
spherical catalyst pellets, is given in more detail in the Appendix.
Thus, the algebraic expressions of the approximate solutions and
the computed data of results can all be easily obtained.
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2. Concentration Profiles and Effectiveness10,11

(i) Concentration Profiles

Figures 3a and 3b show the variation in dimensionless
concentration in the catalyst slab as a function of Thiele modulus
for second order and half order reactions respectively. In the case
of these reaction orders there is no analytical solution to the
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Figure 3. Variation of concentration in porous catalyst slab
for (a) a second order reaction φ = 1, 2, 5, 10 and (b) a half
order reaction φ = 0.5, 1.0, 2.0.
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problem and thus comparisons with a numerical method can only
be made. The numerical method is a finite difference procedure
based on Newman's BAND method.7 The BAND method has
proven to be very effective for solution of non-linear problems of
mass transfer and reaction in electrochemical systems. For the
second order reaction there is good agreement between the
decomposition method, with three terms, and the numerical
solution for a Thiele modulus of 1.0. As the Thiele modulus
increases the accuracy (agreement with the numerical solution)
decreases with a three-term decomposition solution. In the case of
a Thiele moduli above 5, a six-term decomposition is required to
achieve reasonable agreement. Similarly for the half order reaction,
at a relative higher value of Thiele modulus (2.0), either the three-
term or four-term decomposition method give acceptable
agreement with the numerical method.

 Figures 4a and 4b show the variation in dimensionless
concentration in the spherical porous catalyst as a function of
Thiele modulus for second order and half order reactions
respectively. More terms in the approximate solution are used here
to obtain greater accuracy, and to prove the validity of the ADM.
 Comparing those concentration profiles in  Figures 3 and 4, it
can be seen that, although the concentration profiles for a spherical
shape (ag = 3) are similar to those for a planar catalyst (ag = 1), at
the same value of Thiele modulus φ, the concentration gradients at
X = 1, dC/dX |X = 1, for a sphere are smaller than those for a plane. It
can be concluded that dC/dX |X = 1 for a cylinder shape (ag = 2) will
be in between the gradients of the plane and the spherical
catalysts.13 Also it can be seen that, with the same shape and at the
same value of Thiele modulus φ, dC/dX |X = 1 will be greater for a
smaller value of reaction order n.

(ii) Effectiveness

To assess the generality of the decomposition solution method
for

example, n = 1.73, 0.67, –0.5, –1.0 etc.10,11 These reaction orders
have been chosen to represent typical cases of kinetics in
heterogeneous catalysis and electrocatalysis where adsorption
phenomena play a major role. Values of effectiveness of a plane
catalyst pellet for the different reaction orders are shown in  Figure
5. Clearly all of the data for positive reaction orders show the
expected trend of a decrease in effectiveness with increase in
Thiele   modulus.   Effectiveness  values   determined   for  reaction
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we have applied it to several arbitrary reaction orders,



  

           
Figure 4. Variation of concentration in spherical porous catalyst for a
second order reaction (a) φ = 1, 2, 5, 10 and a half order reaction (b) φ =
0.5, 1.5, 2.5, 3.0.
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orders less than 1.0, i.e., 0.5 and 0.67 ( Figure 5a), show agreement
between finite difference solution and the four-term de-
composition, up to Thiele moduli of 2.0 ( Figure 5b).
Effectiveness, for apparent reaction order less than 0, i.e., –0.5 and
–1.0 ( Figure 5c), as expected increase with Thiele modulus, at
lower concentrations in the pores the reaction rate is suppressed to
a smaller extent.

Figure 6 presents the effectiveness factors of a spherical
catalyst pellet for reaction orders of 1.0, 2.0 ( Figure 6a) and 0.5
(up curve in  Figure 6b). A reasonable agreement between the four-
term decomposition solutions and the finite difference method is
achieved over most of the range of Thiele modulus.

Comparing the effectiveness factors in  Figure 5 and  Figure 6,
it can be seen, at the same value of Thiele modulus φ, the
effectiveness factors for a sphere (ag = 3) is greater than that for a
plane (ag = 1), (down curve in  Figure 6b). It can be concluded that
effectiveness factors for a cylinder shape (ag = 2) will be in
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 Figure 5. Effectiveness of catalyst slab for catalytic reactions of different orders.
(a) n = 1, 2 (b) n = 0.5, 0.67, (c) n = –0.5, –1.0
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Figure 5. Continuation.
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between those of the plane and the spherical catalysts.13 Also it can
be seen, with the same shape and at the same value of Thiele
modulus φ, effectiveness factors will be greater for a smaller value
of reaction order n.

In conclusion, the ADM is a more convenient method to
obtain approximate solutions for the models with arbitrary reaction
orders, n, so that the relationship between effectiveness ξ and
Thiele modulus φ can be quantitatively understood in more details
for the nonlinear cases.

IV. APPLICATION TO THE INFLUENCE OF MASS
TRANSPORT IN ELECTROCATALYSTS

For electrocatalysts we generally define the reaction rate in terms
of an electrode polarization equation. The polarization equation
describes the transfer of charge from the matrix to the solution. For
an electrochemical reaction O + ne– ↔ R, this can be written in the
Butler-Volmer form1,7

)]exp()exp([ 000 TR
nF

c
c

TR
nF

c
cii

g

a

R

R

g

c

O

O ηαηα
−−=            (41)

where, cO
0 and cR

0 represent the concentrations in the bulk, cO and
cR  represent the concentrations in matrix, which are related to
inner diffusion; αc, and αa are the transfer coefficients, and n is the
number electrons transferred in electrode reaction.

The overpotential can be written as

'Ulm −−= φφη                     (42)

where, φ m and φ l are the potentials in the matrix and solution
respectively, U′ is the open-circuit value of φ m – φ l when the
concentrations of the reactant and product are cO

0 and cR
0  in the

bulk, and i0 is a constant representing the corresponding exchange
current density at the concentrations cO

0, cR
0, which might

conveniently be taken to be the initial concentrations external to
the electrode.7 The reaction is often taken to be first order with
respect to the reactant and product, at a given electrode potential.
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Figure 6. Effectiveness of catalyst sphere for catalytic reactions of different
orders: n = 1, 2 for catalyst sphere, (b) n = 0.5, for sphere (a = 3) and slab (a =
1).
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The problem of diffusion in electrocatalysts is analogous to
that of diffusion in heterogeneous catalysis. The assumptions
adopted in the model are as follows

1. the model of three dimensional electrodes can be simplified
into one dimensional,

2. isothermal and steady state conditions apply,
3. ionic migration of the reacting species is neglected,
4. the electrode is characterized by a uniform specific area, a

(m-1), and
5. the potential distribution is uniform in the electrocatalysts.

A solution-phase reactant will be depleted during the operation
of a three-dimensional electrode (electrocatalysts), and diffusion of
this species from a reservoir at the face of the electrode represents
a loss by concentration difference.

This process involves a redox reaction obeying the Eq. (41).
The rate of reaction per unit volume for species O can be written in
the form1
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The diffusion in the porous electrode can be described by Fick’s
law. We have for a redox reaction, the divergences for species O
and R as
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where si is the stoichiometric coefficient of species i in electrode
reaction and the dimensionless overpotential is

βη=Φ                        (46)

where β = nF/RgT.

The analysis considers a three-dimensional planar electrode of
thickness L, bounded on one side by a current feeder (x = 0)and on
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the other side by a free solution (x = L). For the electrochemical
reaction O + ne– ↔ R, si = 1, the model of the concentration
distribution in one dimension can be written as:
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For an anodic current, Eq. (48) should be used, and the dimension-
less model will be

)exp(2

2
Φ= asC

dX
Cd α                     (49)

where the dimensionless distance, X and the dimensionless
concentration, C , in the pore are

0          ,
R

R
c
cC

L
xX ==                        (50)

The dimensionless diffusion modulus is defined as

0

2
0

Re

i

cnFD
Laiss =                          (51)

where the group siai0L/nF is a characteristic property for electrode
reaction, while L/DecR

0  is a characteristic property for diffusion.
Suppose the overpotential is uniform in the three dimensional

electrode

Φ  = constant                       (52)

we set the dimensionless transfer coefficient as

Φ= aαα                          (53)
Thus Eq. (48) becomes

242 K. Scott and Y.-P. Sun



Approximate Solutions for Models of 3-D Electrodes by ADM

)exp(2

2
αsC
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Cd

=                     (54)

If cR
0 at X = 1 is given, we solve the model by using the boundary

conditions

0          ,0 ==
dX
dCX                       (55)

1          ,1 == CX                        (56)

With the value of α constant, Eq. (54) is a linear problem and
analytical solutions can be obtained. The situation is similar to the
role of diffusion in a porous catalyst pellet if Eq. (54) is written as

C
dX

Cd 2
2

2
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where

)exp(2 αω s=                       (58)

which represents the Thiele modulus, for an anode current reaction
with diffusion in a plane porous electrode.

Then the analytical solution of the dimensionless
concentration13 is
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and the effectiveness is
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We define the dimensionless total current density as
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where iT is the total current density for an electrocatalyst slab,
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The local dimensionless total current distribution will be

)tanh(1)(1 X
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Iloc ωω==              (64)

1. Internal Diffusion and Film Mass Transport

To model a porous electrocatalyst we may consider a second type
of mass transport (in addition to diffusion) locally within the
electrode, i.e., a mass transport resistance between the electrode
surface and the solution. This situation may arise, for example,
when the electrode surface is covered by a thin layer of polymer
electrolyte or as in a fuel cell electrode in which the electrocatalyst
is also covered by a thin water layer.

The mass transfer conditions between the fluid phase and fixed
phase are assumed to be uniform, as defined by a single mass
transport coefficient. Then Eq. (43) should be rewritten as
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where cO
S and cR

S represent the concentrations at the internal
surface, which depend on local mass transfer.

For an anodic current, Eq. (57) becomes
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2
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where, Cs, is a dimensionless concentration on the inner surface of
pore
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0
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R
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cC =                         (67)

Introducing the mass transfer parameter, for the Tafel type reaction,
assuming migration is negligible, the local flux will be
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where kl is the average mass transfer coefficient in the electrode
and ia is the anodic current density. We can obtain the local anode
current1

la

asa

ii

CCii 1
)exp(

1)exp(

0

0
+

Φ

=Φ=

α

α         (69)

where, the limiting current density il = nFklcR
0. The dimensionless

surface concentration will be
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where the dimensionless limit current density is given by

0i
il=γ                           (71)

Substituting Eq. (70) into Eq. (66), the model equation can be
rewritten as
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With the constant values of both α and γ , let
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which represents the appreciable exchange current density reduced
by the internal mass transfer, then from Eq. (72)
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Equation (66) becomes
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=                      (75)

With the value of α constant, Eq. (75) is a linear problem for which
an analytical solution can be obtained

The situation is also similar to the role of diffusion in a porous
catalyst pellet if Eq. (75) is written as

C
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which represents the Thiele modulus, for an anode current reaction
in a plane porous electrode under the influence of diffusion and
local mass transfer.

The analytical solution of dimensionless concentration and
effectiveness are
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ω
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For this case of both diffusion and local mass transfer in the porous
electrode, we define the dimensionless total current density as
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where
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The local total current distribution will be
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In addition, for an electrochemical reaction, pO + ne– ↔ qR, this
can be written in the general Butler-Volmer form1,7
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Similar to the nonlinear form of Eq. (18), Eqs. (57) and (76) will be
changed into

qC
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Cd 2
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Unlike the Thiele modulus φ related to a reaction order n for
porous catalyst pallets, ω and ω′ will maintain keep their form in
this nonlinear case, due to the dimensionless concentrations used in
the general B-V equations (Eqs. 41 and 84). The approximate
general solutions of Eq. (18) can be used for Eqs. (86) and (87) as
long as the reaction order n and Thiele modulus φ are replaced by q
and ω or ω′  respectively. The expressions for the concentration Λ
and the effectiveness factor ξ for a qth-order reaction by using m
term approximating can be obtained from Eqs. (25) and (26).

2. Agglomerate Model of Electrocatalysis

In the modeling of porous electrodes as, for example, used in fuel
cells the concept of an agglomerate model is frequently used, e.g.
in polymer electrolyte fuel cell (PEFC) and the direct methanol
fuel cell (DMFC) models.14,15 In this approach the structure of the
electrode is described by agglomerates of supported catalyst,
approximated as a sphere, with a homogenous content of ionomer
(solid ionic conducting polymer) and catalyst on a carbon carrier
(Figure 7). The pore structure is assumed continuous as is the
agglomerate structure. Mass transport of reactants and product are
governed by Fick’s Law of radial diffusion for a sphere.

Figure 7. Agglomerate model of electrocatalyst.
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pO +  n e– 

agglomerate is given by
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For a qth-order anodic reaction then we have
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where X = x/r0, r0 is the radius of the agglomerate sphere;
C = cR/cR

0, cR
0 is the concentration on the outer surface of

agglomerate sphere;

)exp(2 αω s= , ( 92)

where s = siai0r0
2/nFDecR

0.
For a linear case, in which reaction order q = 1, Eq. (89) gives

the analytical solution
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where
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Here, we define the dimensionless total current density as
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where tt is the total current density for an agglomerate sphere,
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The local total current distribution should be
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For an arbitrary reaction order, q ≠ 0, 1, the approximate forms of
general solutions of Eq. (31) can be used for the solutions to Eq.
(89) as long as the reaction order n and Thiele modulus φ are
replaced by q and ω respectively. The expressions of concentration
Λ and effectiveness factor ξ for a qth-order reaction, by using m
term approximating can be obtained as Eqs. (39) and (40) above.

The total current density of one agglomerate sphere can also
be evaluated by

ξω 2

0

0

1
0

0

3
)(

r
cD

dX
dC

r
cD

nF
is Re

X
Reti == =     (100)

Then the Weisz modulus which only includes observables is13
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and

 ξη
α )exp(

3 0
0

RT
nFairi a

t =               (102)

These relations are useful for analysis.

V.

1. The General Form of Model of Three-Dimension
Electrodes

Three-dimensional electrodes may include packed bed electrodes
as well as porous electrodes. The most important character of 3-D
electrode is that there is a potential or current distribution related to
the electrode reaction, coupled with concentration distributions
within the whole electrode. The mathematical model for a fixed
3-D electrode will be a set of coupled differential equations.

The charge balance and the material balance for species i in a
volume element are the divergences of the fluxes of current and
material respectively as

),( icaii η=⋅∇
→

                  (103)

),( i
i

i cai
nF
sN η−=⋅∇

→
               (104)

where a is the special area of three dimensional electrode, η is the
local surface overpotential (see Eq. 42).

The coupled equations, Eq. (103) and Eq. (104), will be the
general model for all three-dimensional electrodes. The
relationship between the charge and material balances can be
derived as

→→
⋅∇−=⋅∇ i

nF
sN i

i                  (105)

which can be used for decoupling later.
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2. Porous Electrode Reactor

The analysis is concerned with a one-dimensional model of
electrodes in which reaction rates are distributed unevenly due to
diffusion as well as a variation in electrode potential.4,5 The
treatment of the problem of a simultaneous variation in electrolyte
concentration and potential distribution in the electrode is treated
in   an   analogous   manner   to  that  of   non-isothermal   chemical
reactions in porous catalysts.16 The results show that several
dimensionless groups or numbers control the electrode behavior.
Figure 8 shows a back fed porous anode used in the model.

Assumptions adopted in this analysis are as follows:

1. The porous electrode is one dimensional and both solid and
electrolyte phase are continuous media with uniform
effective conductivities.

2. Isothermal and steady state conditions apply.
3. Ionic migration of the reacting species is neglected.
4. The electrode is characterized by a uniform specific area, a.

According to the coupled equation, Eqs. (103) and (104), with
the polarization Eq. (41), a charge balance coupled with a material
balance for a redox pair in a volume element will be

Figure 8. Schematic diagram of the porous anode reactor.
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where η is the local surface overpotential, and cR and cO are the
concentrations on the local inner surface of the pores.

Assuming the potential in conductive solid phase and the
potential of open-circuit, φ m and U′ in Eq. (42), are constant.
According to Ohm law, the vector of local current density in the
solution phase can be written as

li φκ∇−=
→

                     (109)

where ∇φ l is the gradient of potential of electrolyte and κ is the
effective conductivity of the electrolyte.

The divergence of   i should be

li φκ 2∇−=⋅∇
→

                    (110)

and when diffusion is dominant in solution in a porous electrode,
the flux density can be written in a form of Fick law

ieii cDN ∇−=
→

                     (111)

where ∇ci is the gradient of concentration of species i and Dei is an
effective diffusion coefficient for specie i.

The divergence of iN should be

ieii cDN 2∇−=⋅∇
→

                    (112)
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Let si = 1 for O + n e– ↔ R and considering an anodic current only,
the charge balance Eq. (106) and material balance Eq. (108)
become

)]exp([ 00
2 ηαφκ

TR
nF

c
cai

g

a

R

Rl −=∇−                (113)

)]exp([ 0
02 ηα

TR
nF

c
c

nF
aicD

g

a

R

R
Re

−
=∇−              (114)

where η = φ m – φ l
 – U ′ with assuming of constant φ m and U ′.

For a simplified one-dimensional model, namely, the transfer
process in the porous electrode is dominated by diffusion with the
effective coefficient De, Eqs. (113) and (114) become
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To generalize the model, Eqs. (115) and (116), the dimensionless
model will be
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The Φ is a dimensionless overpotential variable; and ν2 is a
dimensionless conduction parameter, in which the group ai0Lβ is a
characteristic property for electrode reaction, while L/κ is a
characteristic property for conduction resistance.

To solve the model, boundary conditions are needed at X = 1,
on the membrane side. If η0 and cR

0 at X = 1 are given, we solve
the model by using the boundary conditions

1     ,     ,1 0 =Φ=Φ= CX                      (120)

For an easier decomposition solution and for faster
convergence to the roots, we scale the boundary condition values
of dimensional potential to 1.0. Let

0/ ΦΦ=Ψ ,     02 / Φ=νµ       and      0Φ= aαα (121)

where Ψ is the relative dimensionless overpotential variable, µ is
the dimensionless conduction modulus, and α is the dimensionless
transfer coefficient.

Hence a set of ordinary different equations with boundary
conditions, which describes the potential and concentration
distributions, can be obtained as
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1          ,1          ,1 ==Ψ= CX                         (125)

In this case the overpotential and concentration changes across the
electrode structure are related by the three dimensionless
parameters, µ, s and α.

To assist in the solution of these differential equations, we can
use Eq. (105) to decouple the model Eqs. (122) and (123), to obtain
a relationship between Ψ and C,
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which on integration results in
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Hence the variation in potential and concentration across the
electrode structure are related by the three parameters µ, s and α.

Combining Eqs. (122), (123) and (127) gives two independent
different equations
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0          ,0 ==
dX
dCX         (132)

1          ,1 == CX  (133)

According to the definition, the effectiveness factor E of the
porous electrode is given by
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where a dimensionless current density I above is introduced as
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The total current density is given by
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and the dimensionless forms will be
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Also, the model can be used for a polarization Eq. (84) with an
arbitrary order, then Eq. (128) and Eq. (131) become
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For this three-dimensional electrode model, with or without
decoupling of the two coupled equations, the approximate
solutions can be obtained by using the Mathematica codes of the
ADM given in the Appendix.17 The algebraic expressions of
dimensionless potential and concentration are in a series form with
even orders as
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or
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where b1, b2, ..., bn ... are the coefficients of the solution series
given by the program codes.

Figure 9 shows the approximate solutions of dimensionless
potential and concentration with different terms for a second order
reaction in a porous slab electrode, and shows the comparisons
between the approximate and numerical solutions. The potential
and concentration profiles are obtained by using the coupled
equation model with diffusion.

Figure 9.  The second order profiles of relative dimensionless potential
Ψ and dimensionless concentration C with dimensionless distance X. α
= 0.5, ν 2 = 0.1, s = 1.0. Φ0 = 0.5, 1.0, 2.0, 4.0, 8.0 (from down to up for
Ψ, from up to down for C.) Solid line: relative dimensionless
potentials; dashed line: dimensionless concentration; 3,4,5,6,7 term
(from down to up but all overlapped for Ψ, from up to down for each
set of C.); • : Numerical result for the relative dimensionless
potentials; ο: numerical result for the dimensionless concentration.
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Figure 10. Variations of dimensionless potential Φ0 with
dimensionless current density I for different values of transfer
coefficient αa: αa = 0.25, 0.5, 0.75 (from left to right); ν2 = 0.1; s =
0.1; solid line: the first order; dashed line: the second order; • :
numerical result for the first order; ο: numerical result for the second
order.

Figure 10 shows the approximate solutions with different
values of transfer coefficient αa for first and second order reactions
in a porous slab electrode, and gives comparisons between the
approximate and numerical solutions. The potential-current curves
are obtained by using the coupled equation model with diffusion. If
Φ0 continues to increase in this case, the current density I with the
largest αa will be too large to  converge even by using BAND.  The
value of parameter αa is very sensitive when obtaining solution to
the nonlinear electrode model.

3. Packed-Bed Electrode Reactor4,5

Three dimensional packed bed electrodes are generally considered
for reactions which operate with low current densities in order to
increase localized mass transfer rates and/or increase overall
current per unit cell volume. The maximum current density at any
position in the electrode structure is limited by the prevailing
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Figure 11. Schematic diagram of an anodic packed-bed anode reactor.

an effect on the reactor performance and particularly the potential
distribution.

The three-dimensional or packed bed electrode has a thickness
L, bounded on one side by a current feeder (x = 0) and on the other
side by a membrane or free solution, x = L (Figure 11). Both
electrolyte  and  electrode  phases  are  assumed  to  be  continuous
media with uniform effective conductivities and in which the
electrical potential obeys Ohm’s law.

Assumptions adopted in this analysis are as follows:

1. The packed bed electrode is one dimensional and both solid
and electrolyte phase are continuous media with uniform
effective conductivities.

2. Isothermal and steady state conditions apply.
3. Ionic migration of the reacting species is neglected.
4. The electrode is characterized by a uniform specific area, a.
5. The mass transfer conditions between the fluid phase and

fixed phase are also assumed to be uniform and defined by a
single mass transport coefficient, kl.
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The derivation of the model is similar to that derived for the
porous electrode model. We have very similar model equations to
Eqs. (115) and (116) for an anodic current, given by
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Note that in the Eqs. (147) and (148), the surface concentration cR
s

is different from the solution concentration cR in the second
derivative on the left and in Eqs. (115) and (116) due to
convection. Furthermore Dl is the lateral dispersion coefficient
instead of a lateral diffusion coefficient De in the porous electrode
case.

The dimensionless model will be
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where the dispersion modulus is
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Introducing the mass transfer parameter, for the Tafel type reaction,
the local flux will be
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where kl is the average mass transfer coefficient in the packed bed
electrode. Then we can obtain
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where the limiting current density il = nFklcR
0.

Substituting Eq. (154) into Eqs. (149) and (151), the model
equation can be rewritten as
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where γ = il/i0. For convenience again, let

0/ ΦΦ=Ψ ,     02 / Φ=νµ       and      0Φ= aαα (158)

Hence, a set of ordinary different equations with boundary
conditions, which describes the potential and concentration
distributions, can be obtained as
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To assist in the solution of these difference equations we can use
the relationship between Ψ and C, i.e., Eq. (127).

Combining Eqs. (159), (160) and (127) gives two independent
different equations having the same boundary conditions of Eqs.
(128) and (131),
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Hence the overpotential and concentration changes across the
electrode structure are related by the four dimensionless
parameters, µ, s, α and γ.
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Also the efficiency factor E of the three dimensional electrode
is given by
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The Adomian solution of this model are also in the series
forms of Eqs. (145) and (146), and can be obtained, with or
without decoupling of the two coupled equations, by the program
codes in the Appendix.12,17 The algebraic expressions of
dimensionless potential and concentration has been given in
References4,5 and is not shown here for the sake of brevity.

Figure 12(a) shows the typical distributions in local current for
a first order reaction with different values of ν 2 and applied
dimensionless overpotentials Φ0 for the coupled anode model,
including mass transfer parameter γ . The values of Φ0, in the
range of 0.5 to 16 typically represent overpotentials in the
approximate range of 25 to 800 mV. The total current flows from X
= 0 (anode fed plane) to X = 1 (membrane). Current is much higher
at the face of the electrode adjacent to the membrane or free
electrolyte solution and decreases towards the current collector. An
increase in potential increases the local current density and thereby
increases the overall variation in current density throughout the
electrode.

With a higher value of ν (higher surface area or thinner
electrode) there is a reduction in the variation of dimensionless
current density. An increase in conductivity, which decreases the
value of ν, will increase the dimensionless current density through
a more uniform potential distribution and a greater utilization  of
the  available  electrode area. At higher values of electrode
potential the effect of the parameter ν on the current distribution is
less pronounced because more of the electrode is significantly
affected by mass transport limitations.
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Figure 12. Distribution of local dimensionless current densities
Iloc with dimensionless distance X: (a) α = 0.5, γ = 10, s = 0.1,
Φ0 = 0.5, 1.0, 2.0, 4.0, 16.0 (from top to bottom). Solid line: ν 2

= 1.0; dotted line: ν 2 = 0.1; (b) α = 0.5, ν 2 = 0.1, s = 0.1, Φ0 =
0.5, 1.0, 2.0, 4.0, 8.0 (from top to bottom). Solid line: the first
order; dotted line: the second order.

(b)

(a)

266 K. Scott and Y.-P. Sun



Approximate Solutions for Models of 3-D Electrodes by ADM

The effect of pore diffusion is described through the term, s,
which represents a ratio of the kinetic rate to the diffusion rate in
the electrode. In general increasing the value of s, i.e., decreasing
the diffusion rate relative to the kinetic rate, has the effect of
causing a significant reduction in the local current densities and
that more of the electrochemical activity of the electrode is focused
closer to the membrane. This is a consequence of the reduced
concentration of reactant away from the membrane due to, for
example, a slower diffusion rate (lower diffusion coefficient).

Figure 12(b) shows the local current distribution of first and
second order reactions and applied over potentials Φ0 for the
coupled anode model without the mass transfer parameter γ. The
figure also shows the effect of a change in the electrode kinetics, in
terms of an increase in the reaction order (with respect to reactant
concentration) to 2.0, on the current distribution. Essentially a
similar variation in current density distribution is produced, to that
of a first order reaction, although the influence of mass transport
limitations is more severe in terms of reducing the local current
densities.

Figure 13 shows the potential and concentration distributions
for different values of dimensionless potential under conditions
when internal pore diffusion (s = 0.1) and local mass transport
(γ = 10) are a factor. As expected the concentration and relative
overpotential decrease further away from the free electrolyte (or
membrane) due to the combined effect of diffusion mass transport
and the poor penetration of current into the electrode due to ionic
conductivity limitations. The major difference in the data is with
respect to the variation in reactant concentrations. In the case when
an internal mass transport resistance occurs (γ = 10) the fall in
concentration, at a fixed value of electrode overpotential, is not as
great as the case when no internal mass transport resistance occurs.
This is due to the resistance causing a reduction in the consumption
of reactant locally, and thereby increasing available reactant
concentration; the effect of which is more significant at higher
electrode overpotentials.

Figure 14 shows the distributions removing the influence of
the internal mass transport resistance on the current distribution,
i.e., γ is very high (model Eqs. 117 and 118 apply). In this case
much higher local current densities are achieved, although the
problem of a non-uniform distribution in current density prevails,
with as before much of the electrode not very active.
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Figure 13. The distributions of relative dimensionless potential
Ψ and dimensionless concentration C with values of Φ0 at
membrane α = 0.5, ν 2 = 0.1, γ = 10.0, s = 0.1, Φ0 = 2.0, 4.0, 8.0
(from top to bottom for C, from bottom to top for Ψ).  Solid
line: relative dimensionless potentials Ψ; dotted line:
dimensionless concentration C.
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Figure 14.  Profiles of relative dimensionless potential Ψ and
dimensionless concentration C with dimensionless distance X: α
= 0.5, ν 2 = 0.1, s = 0.1; Φ0 = 2.0, 4.0, 8.0 (from top to bottom).
Solid line: relative dimensionless potentials Ψ; dotted line:
dimensionless concentration C.
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   Figure 15.  Comparison of decomposition data with
numerical data for the dependence of dimensionless potential
Φ0 with the total dimensionless current density I. αc = 0.5; γ
= 10.0, s = 1.0; γ = 10.0, s = 0.1; and γ = 50.0, s = 0.1 (from
left to right). Solid line: ν 2 = 1.0, •: numerical result; dotted
line: ν 2 = 0.1, o: numerical result.

Figure 15 gives typical values of electrode polarization for
different values of γ, s and ν 2. As the value of the overpotential at
the membrane increases the electrode takes on limiting current
density characteristics. As expected as the value of the parameter γ
increases (local mass transport coefficient is higher) the electrode
approaches a higher mass transport limiting current density as the
overpotential rises. As the relative rate of internal diffusion
decreases, (s increases) the values of the overall limiting current
densities are lower. The overall dimensionless limiting currents are
also higher at lower values of the parameter ν. Also shown on
Figure 15 is a comparison of the model solution using the
decomposition method and a finite difference method, where good
agreement is achieved.

Figure 16 shows a comparison of the electrode polarization
behavior with that obtained with an assumption of a constant
concentration,  and  shows the influence of the  transfer  coefficient
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Figure 16. Variations of dimensionless potential Φ0 with
dimensionless current density I for different values of transfer
coefficient αa: αa = 0.25, 0.5, 0.75, 1.0 (from left to right). Solid
line: ν 2 = 1.0, γ = 10.0, s = 0.1; dotted line: ν 2 = 0.1, γ = 50.0, s
= 0.1; dash-dot line: ν 2 = 0.1, γ = 50.0, assumed constant
concentration.

on the overall cell polarization behavior. As shown the greater
value of transfer coefficient, the lower is the electrode polarization,
i.e., potentials are lower at a given current density. The values of
limiting current reached are effectively independent of the value of
the transfer coefficient.

The electrode polarization curve characteristics exhibited
above are typical of those seen in many fuel cell electrodes. Thus a
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4. Simplification of Packed-Bed Electrode with a Low
Conversion

In a special case i.e., low reactant conversion, in which the bulk
electrolyte reactant concentration is assumed constant, the coupled
Eqs. (156) and (157) can be simplified into a single differential
equation (as C = 1). For a cathodic reaction, the charge balance Eq.
(106) becomes
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It’s similar to the Eq. (156), the model will be
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where Φ, is still the dimensionless overpotential variable. In this
case, the potential drop across the electrode structure is related by
the three parameters, ν 2, αc and γ.

To solve the simple model without decoupling, there are two
choices for the boundary condition, at X = 1, on the membrane
side. If the dimensionless current I can be measured and the
dimensionless potential Φ0 is unknown, we solve the model to
obtain Φ0 by using the boundary condition

I
dX
dX 2          ,1 ν−=

Φ
=                  (169)

If Φ0 can be measured and I is unknown, we solve the model to
obtain (dΦ/dX)X = 1 by using the boundary condition

0          ,1 Φ=Φ=X                      (170)

where still, I = iT / ai0L with iT the total current density based on
the cross-sectional area of the electrode, given by
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The solution and its derivative are in series forms in which the
constant root Φ0, namely the value of the potential at X = 0, is
undetermined yet.

The m = + 1 term approximates for the dimensionless potential
are
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serve as the approximate solution and its derivatives, and should
satisfy the boundary conditions. To determine the unknown
constant Φ0, we impose the boundary condition Φ = Φ0 or dΦ/dX
= –ν 2I at X = 1 on the approximates. This will lead to an algebraic
equation for each approximation with different terms.

For an easier decomposition solution and for faster
convergence to the roots, the model equation can be rewritten in a
form, which scales the boundary condition values to 1.0. This re-
arrangement is shown next.

When I is known, this means that the boundary condition with
a derivative will be used rather than the boundary condition with a
constant; we then have
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where Ω, is a relative dimensionless resistance variable

I2ν−

Φ
=Ω       and      

I
1

=ρ ,      Ic
2' ναα −=            (177)
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In this case, the resistant drop across the electrode structure is
related by the three dimensionless parameters, ρ, α ′ and γ.

The effectiveness factor will be
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The m + 1 term approximates for the dimensionless resistance are
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hence
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When Φ0 is evaluated, we have
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where Ψ, is still the relative dimensionless overpotential variable
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In this case, the potential drop across the electrode structure is
related by the three dimensionless parameters µ, α and γ. The
dispersion modulus s related to the concentration has disappeared.

The effectiveness factor will be
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The m + 1 term approximates for the dimensionless potential are
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By an inverse operation of ADM, the local dimensionless current
Iloc can be calculated by
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The approximate of the total dimensionless current Im will be
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hence
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)exp(α
m

m
IE =                  (192)

The dimensionless models keep the same form as with the
original although there are differences at X = 1 on the membrane
side only. The two boundary conditions, used to find the roots, Ω0

or Ψ0, are simplified.

VI. EXAMPLES OF PACKED BED ELECTRODES
APPLICATIONS

1. Electrochemical Reduction of Nitrobenzene in a Packed-
Bed Electrode Reactor18

The electrochemical reduction of nitrobenzene to produce p-
aminophenol has attracted industrial interest for several decades.
However, some limitations may be met in this process regarding
overall reaction rate, selectivity and current efficiency using a two-
dimensional electrode reactor. These restrictions are due to the
organic electrode reaction rate being slow and to the low solubility
of nitrobenzene in an aqueous solution. In this example, a packed
bed electrode reactor (PBER), which has a large surface area and
good mass transfer properties, was used in order to achieve a high
selectivity and a reasonable reaction rate for the production of
p-aminophenol. The reaction mechanism in an acid solution can be
simplified as

at the cathode:

256
2e

56
4e

256 NHHCNHOHHCNOHC
21

−− ++
→→
kk

 (193)

 (As) (Bs) (Ds)

in the solution:

    246
H

256
H

56 NHHHOCpOHHNHCNHOHHC
l

−→→
++ −

+
+

Ckk
(194)

(Bs) (B) (C)

In this scheme, nitrobenzene (As) is first cathodicaly reduced to the
intermediate phenyl-hydroxylamine (Bs) at the electrode surface.
The electrode reaction from Bs to aniline (Ds) and the
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homogeneous reaction from B to p-aminophenol (C) are parallel
reactions. The selectivity of the reaction system depends on the
competition between these two reactions. During the operation of
the PBER, excessive nitrobenzene was added into the electrolyte to
maintain it at a saturation concentration.

Mathematical expressions of concentrations, cA
s and cB

s
 at the

surface of cathode, can be obtained.18 The total current density in
the electrolyte is described as

s
B

s
A cFkcFki 21 24 +=   (195)

where k1 is the rate constant of electrode reaction from As to Bs , k2
is the rate constant of electrode reaction from Bs to Ds.

The ratio of aniline to p-aminophenol in the solution, namely
the selectivity, can be written as
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kk

ak
c
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where a is the special area of the PBER, kc is the rate constant of
homogeneous reaction from B to C and kl is the mass transfer
coefficient.

The mathematical model for the PBE reactor should in general
be a two-dimensional model describing the potential and
concentration distributions within the packed bed electrode.
However, the model can be simplified in certain cases. Under a
recycle flow operation, for example, the conversation per pass
through the packed bed is small, so that the PBER can be treated as
a differential reactor, the potential distribution only in the lateral
direction is considered. In this case which is similar to the case in
5.4, the two-dimensional model can be written in a one-
dimensional Poisson equation form as

κ
φ ai

dx
d l

−=2

2
  (197)

and the boundary conditions are (see Figure 11):
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dx

dx
lφ                 at the feeder (198)
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constant         , == lLx φ         at the membrane (199)

where φ l is the potential of the electrolyte phase, a is the electrode
area per unit reactor volume, i is the total current density and κ is
the effective conductivity of the electrolyte.

In the reactor model, the reaction rates were assumed constant
in the axial direction at any position x. Hence, the height of the
packed bed is only related to the conversation per pass through the
cell. On the other hand, the thickness of the packed bed influences
the local reaction rate as well as the selectivity, and becomes a key
parameter for the PBER design. To achieve a high selectivity and a
reasonable reaction rate, the suitable thickness can be obtained by
using computer iteration. The predictions of the model are in
reasonable agreement with the experiment results.18

A key point of this work is to solve the nonlinear model Eq.
(197) to obtain the potential distribution in the packed bed. We
should pay attention to Eq. (195) in which the current density has
contributions from the preferred electrode reaction as well as the
side electrode reaction. Accordingly, Eqs. (42) and (195) can be
combined into the equation for overpotential distribution as
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This model was solved numerically by BAND program.18

Numerical solution of this model was used to determine lateral
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distributions of overpotential for calculating the overall selectivity
S :
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where Sl is the local selectivity.
Comparisons of the experimental and theoretical

performance with different thickness of the packed bed electrode
are shown in Figure 17. Selectivity S generally decreases with an
increase in bed thickness, x0, and/or with a decrease in flow rate, Q,
due to a greater non-uniformity in electrode potential distribution.

As a example of solving the nonlinear model by ADM, we
assume that the value of kl is very large, so

0
A

s
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and for a steady state
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and the selectivity
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Introducing CBs into the model equation gives
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Figure 17. Plot of theoretical and experimental selectivity
vs. applied cell voltage. (a) x0 = 0.02 m; Q = 1.22x10-5 m3

s-1, solid line 1 = calculated, o = experimental; Q = 2.75 x
10-5 m3 s-1, solid line 2 = calculated, ∆ = experimental; Q =
4.30 x 10-5 m3 s-1, solid line 3 = calculated, * =
experimental. (b) Q = 2.75 x 10-5 m3 s-1; x0 = 0.02 m, solid
line 1 = calculated, o = experimental; x0 = 0.03 m, solid
line 2 = calculated, ∆ = experimental.
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We use the known lateral distant L and overpotential η0:
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where
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The dimensionless model will be
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The first term on the right side of Eq. (216) is related to the
preferred electrode reaction, and the second term is related to the
side electrode reaction as well as the solution reaction.

The approximate solution of the dimensionless potential
distribution along the lateral direction can be obtained by the
program code in the Appendix:
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which is the usual algebraic expression like
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Integrating of cD/cC = ak2/kc, the total average selectivity will
be
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It is clear that the model and ADM can be used for the analysis
of the PBE reactor in the more complex reaction system.

2. Direct Electrochemical Oxidation of Propylene in a
Sparged Packed-Bed Electrode Reactor19,20

The oxidation of alkenes has attracted interest over decades as a
route for organic electro-synthesis. This has included attempts to
carry out direct anodic oxidation to eliminate problems associated
with the in situ use of electrochemically generated oxidants. A
sparged packed bed electrode reactor (SPBER), with propylene
oxidation separated from the generation of hydrogen gas, was used
for the three-phase electrochemical process in which there is a high
volume fraction of alkene gas in the inter-electrode gap. The
reactant, propylene, undergoes direct oxidation to the epoxide,
which undergoing further chemical reaction (saponification), in
solution, to the glycol. The reactions are

−− ++→+ 2eOHOHC2OHHC 26363     at the anode ( 223 )

OHCHOHCHCHOHOHC 33263 →+       in the solution ( 224 )

A special feature of this reaction is that the first order kinetics
is not related to the propylene concentration fed by convection and
gas-liquid mass transfer (a saturated propylene concentration
assumed in electrolyte), but related to the OH– ion concentration,
because the OH– ion pass through the membrane from the cathode
side:

282 K. Scott and Y.-P. Sun



Approximate Solutions for Models of 3-D Electrodes by ADM

Figure 18. Schematic diagram of the sparged-packed bed anode reactor.
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The highest value of concentration of hydroxide was assumed as a
constant at the anion exchange membrane, and the one dimension
distribution of hydroxide ion in the packed anode was modeled. In
this case, the mixed-flow reactor was changed into a flow-by type
as shown in Figure 18.

A non-linear mathematical model, which is a set of ordinary
differential equations, for the process in the SPBER was
developed.19 The model accounts for the heterogeneous
electrochemical reaction and homogeneous reaction in the bulk
solution. The lateral distributions of potential, current density and
concentration in the reactor were studied. The potential distribution
in the lateral dimension, x, of the packed bed was described by a
one dimensional Poisson equation as:
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κ
φ ai

dx
d l

=2

2
  (226)

This equation can be rewritten into the following form describing
the distribution of overpotential:

κ
η ai

dx
d

=2

2
  (227)

where η = φ m – φ l – U′ according to Eq. (42).
The model was formulated on the basis of a set of material

balances, for each of the species involved in the aqueous phase:

02

2
=+Σ− a

ii
i

l rr
dx

cdD   (228)

where Dl is the lateral dispersion coefficient and ci is the
concentration of species i.

The first term in the equation represents the mass transport
rate, ∑ri is the total rate of chemical reaction, ri

a is the rate of gas
absorption given by

)1/()/( giigilgi
a

i mccakr ε−−=   (229)

where kgi is the gas–liquid specific mass transport coefficient of
species, al is the interfacial area, cgi is the concentration in the gas
phase, mi is the phase distribution coefficient and εg is the gas void
fraction.

Under steady-state conditions the equivalent material balance
for the gas phase is:

0/)( 0 =−− a
igggigi rcc ετ   (230)

where cgi
0 is the inlet gas phase concentration and τg is the holding

time for the gas phase.
Solution of this model was used to determine lateral

distributions of overpotential, current density and concentrations of
products in the SPBER, and to simulate the effect of important
operation   parameters,   such   as   gas  sparing   rate   and   applied
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Figure 19. Experimental steady-state cell current electrode potential
behavior.

overpotential, on these distributions. Figure 19 compares the
numerical results and experimental data.19

As another example of solving the nonlinear model by ADM,
we assume that at high overpotentials the electrochemical kinetics
can be represented by the following high field Butler-Volmer
approximation, the current density in Eq. (227) is rewritten as:

)exp(00 η
α

TR
F

c
cii

g

a

A

s
A=   (231)

where cA
s is the concentrations of OH– ions at the surface of the

electrode and cA
0 is the concentration at the membrane. The

parameters i0 and αa can be obtained from the experimental
kinetics Eq. (225) by regression.

Then the potential equation (Eq. 227) can be changed into the
form of Eq. (147) as

)]exp([ 0
0

2

2

TR
F

c
cai

dx
d

g

a

A

s
A ηα

κ
η

=   (232)
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Secondly assuming that hydrolysis, reaction of propylene
oxide to propylene glycol, is only significant at high pH, and at
high concentration, with the condition that this reaction in solution
is neglected. The concentration distribution of hydroxide ion in the
bed of the SPBE reactor can be given in the form of Eq. (148) by

)]exp([ 0
0

2

2

TR
F

c
c

D
ai

dx
cd

g

a

A

s
A

l

A ηα
=   (233)

With the procedure of generalization, we obtained the same form
of the coupled Eqs. (159) and (160) that have decoupled and solved
by ADM.20

The current distribution in the packed bed can be calculated by
Eq. (155) as

la

a

iXi

XCXi 1
)](exp[

1
)()(

0
+

Φ

=

α

 (224)

where C = cA/cA
0, Φ = nFη/RgT, X = x/L, the limiting current

density is given by il = nFklcA
0, and a dimensionless form     

γα
1

)](exp[
1

)(

0 +
Φ

=

X

XC
i
i

a

a  (225)

where γ = il/i=0.
The total current density will be

∫=
1

0

)( dXXii at   (226)

Due to the complexity of mass transfer between gas-liquid-
solid phases, it is difficult to evaluate the average value of mass
transfer coefficient kl from the literature. A realistic way to
evaluate kl is to use the algebraic expression of solution and by
regression to obtain the experimental data rather than by regression
with solving the set of non-linear differential equations.
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The two models in Sections VI.1 and VI.2 have been solved
by a numerical method based on a finite difference routine BAND
(j).7,18,20 To solve a non-linear model, iteration with trail values is
required. Furthermore, double iterations are needed in cases, for
example, when it is required to optimize the thickness of the
PBER, or to regress the key parameters from experimental data.
These complex situations make the convergences of the solution
difficult.

In general it is desirable to solve the non-linear models by an
approximate analysis to give analytical solutions that can be used
for checking the numerical procedures and for evaluating the
numerical results. A role of ADM is to take a place just in between
the roles of analytical and numerical methods.

3. Two-Dimensional Model of Packed-Bed Electrodes

In this Section so far, ADM is used to solve theoretical generalized
models in the forms of ordinary differential equation(s). For
diffusion-convection problems, the distributions along the axial
direction of the packed bed electrode were neglected in certain
cases, and mass transfer in the three dimensional electrodes were
characterized by an average coefficient kl.

Figure 20. Schematic diagram of the packed-bed electrochemical reactor for 2-D
model.
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A model to describe potential and concentration distributions
in both axial and lateral directions of PBE reactor (Figure 20) was
developed.21 It uses the charge balance and the material balance,
i.e., Eqs. (103) and (104):

),( icaii η=⋅∇
→

  (103)

),( i
i

i cai
nF
sN η−=⋅∇

→
 (104)

The dimensionless model equations for an electrochemical
reduction reaction in a PBE are in a form of a set of partial
differential equations:

)]exp()exp([2
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2
Φ−Φ−=

∂

Φ∂
+

∂

Φ∂
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αασζ  (227)
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where

)]exp()exp([)( Φ−Φ−=− acsms CDaCC αα  (229)

and

      0,      ,     ,     ,
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===Φ==
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The boundary conditions are

0     ,0     ,10     ,0 Φ=Φ=
∂
∂

≤≤=
X
CYX  (231)
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There are five dimensionless groups in the model equations:

• Aspect ratio:  
0

0
y
x

=ζ

• Dimensionless resistance 
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nFLai

gκ
σ

2
0=

• Peclet number 
lD
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Pe y=

• Modified Sherwood number 
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LakSh l
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2
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• Modified Damkohler number 
0

0

cnFk
iDa

l
m =

The model was solved by a numerical method based on
BAND and orthogonal collocation.21 This method was suitable for
solving this model, but in the case of the highest applied potential
exhibited oscillatory, fluctuating behavior. Figure 21 shows the
typical potential and concentration distributions under medium
potential conditions for 2-D model.

If the electrode kinetic expression is simplified by neglecting
the reverse reaction, the model equation for a cathodic reaction
only can be rewritten as

m
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Figure 21. (a) The distribution of dimensionless potential at a
medium applied potential, values of Y vary from 0.0 to 1.0 in
increments of 0.2. (b) The distribution of dimensionless
concentration at a medium applied potential, values of X vary from
0.0 to 1.0 in increments of 0.2.
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where
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By using the dimensionless variables the model equations become
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Furthermore in a more generalized form
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The boundary conditions are similar to Eqs. (161) and (162), viz.
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In this case, the potential drop across the electrode structure is
related by the six dimensionless parameters µ, s, α, γ as well as the
aspect ratio ζ and Peclet numberPe that character the convection in
the axial direction. It is possible to approximately analyze this
generalized theoretical nonlinear model using the set of partial
differential equations with boundary conditions by ADM.22

VII. CONCLUSIONS

The model solution of porous or particulate three-dimensional
electrodes is obtained using the Adomian’s “inverse operator
method” (IOM) or “Decomposition Method”. Data calculated by
the decomposition method, are comparable with that obtained by a
finite difference method using the BAND program. In general the
Adomian method gives faster convergence, than that of the finite
difference method, for the model over a wide range of parameters.

An aim of the model is to determine the influence of the
various mass transport parameters and show how they influence
the polarization behavior of three-dimensional electrodes. In the
model we have adopted relatively simple electrode kinetics, i.e.,
Tafel type, The approach can also be applied to more complicated
electrode kinetics which exhibit non-linear dependency of reaction
rate (current density) on reactant concentration.

In summary, for three dimensional electrode reactors, where
the theoretical dimensionless model developed depends on six
dimensionless parameters (µ, s, α, γ as well as the aspect ratio ζ
and Peclet number Pe), the nonlinear differential equation(s) with
boundary conditions can be analyzed approximately by ADM. The
ADM solution mechanism is easier to use and faster to converge
than conventional numerical methods.
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SYMBOLS

1. ADM’s Nomenclature

An Adomian Polynomials
yF~  Adomian’s general form of non-linear differential

equation
fi the terms arising from integrating g(x)
g(x) inhomogeneous term
L the highest order derivative of non-linear differential

equation
L-1 inverse operator of L
N nonlinear operator of an analytic nonlinearity
n number of terms
m number of finite terms
R differential operator of order less than L
u dependent variable
ν dependent variable
un component n of the series of solution u(x)
νn component n of the series of solution ν(x)
um+1 approximate solution with m + 1 terms
νm+1  approximate solution with m + 1 terms
x independent variable
λ parameter for extending of Adomian polynomial

2. Nomenclatures in this Paper

a special area of three dimensional electrode (m-1)
ag geometry parameter
bn coefficients of the solution series given by ADM
ci concentration of species i per unit volume of solution,

(mol m-3)
c0 reference or bulk concentration, (mol m-3)
cO concentration of oxidized species in bulk (mol m-3)
cR concentration of reduced species in bulk (mol m-3)
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cs surface concentration of the key species (mol m-3)
C dimensionless concentration variable = c/c0

Cn components of finite term approximate of dimensionless
C

Cs dimensionless surface concentration = cs/c0

Dl lateral dispersion coefficient, (m2 s-1)
De effective diffusivity, (m2 s-1)
E effectiveness of three dimensional electrodes
Em approximate of m terms for E
F Faraday constant (Coulombs mol-1)
i0 exchange current density (Am-2)
ia anodic current density (Am-2)
il limiting current density (Am-2)
iT total current density (Am-2)
I dimensionless total current density = iT/ai0L
Iloc local dimensionless current density
Im approximate of m terms for dimensionless current density

I
k reaction rate constant
k0 pre-exponential factor
kl average coefficient of mass transfer (m s-2)
L length in the lateral direction (m),
n number of electrons involved in reaction
n chemical reaction order
Ni flux of species i (mol m-2 s-1)
Nloc local flux in the three dimensional electrode (mol m-2 s-1)
p order of cathodic reaction, order of reaction
q order of anodic reaction
r0 radius of sphere or cylinder catalyst, radius of the

agglomerate sphere
Rg universal gas constant, 8.3143 (Jmol-1K-1)
R(ci) consuming rate of reactant i per unit volume (mol m-3s-1)
Rt total elelctrochemical reaction rate (mol m-3s-1)
s diffusion (or dispersion) modulus = siai0L2/nFDec0

s′ dimensionless parameter = s{1/[1 + exp(α)/γ]}
si stoichiometric coefficient of species i in electrode reaction
T temperature (K)
U′ the open-circuit value of φ m – φ l (V)

yv  average fluid velocity in the vertical direction (m s-1)
x distance in the lateral direction (m)
X dimensionless distance = x/L in the lateral direction, r/r0

in the radial direction
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y distance in the vertical direction (m)
Y dimensionless distance = y/y0 in the vertical direction
αa anodic charger transfer coefficient (dimensionless)
αc catholic charger transfer coefficient (dimensionless)
α dimensionless transfer coefficient = αaΦ or =  –αaΦ
α′ dimensionless parameter α′ = –αcν 2I
β = nF/RgT (V-1)

φ Thieie mediums e
n

DcLk /
102

0
−

=

φW Weisz modulus = ξϖ 2

φ m potential in conductive solid phase (V)
φ l potential in solution phase (V)
Φ dimensionless potential variable = βη
Φ0 dimensionless potential at X = 1
γ dimensionless limiting current density = il/i0

η overpotential (V)
η0 applied overpotential (V)
κ effective conductivity of electrolyte phase ( 11 −−Ω m )
µ conduction modulus = –ν 2/Φ0

ρ dimensionless parameter  = 1/I
σ dimensionless resistance = ai0L2nF/κRgT = ν 2

ν 2 dimensionless parameter = ai0L2β/κ
Y dimensionless variable = CX for spherical geometry
Λm+1,n approximate dimensionless concentration with m + 1

terms for n-th reaction
Θm+1 approximate of m + 1 terms for dimensionless

overpotentials
ω Thiele mediums for electrocatalysts = )exp(αs

ω′ Thiele mediums for electrocatalysts = )exp(' αs
ξ effectiveness of porous catalyst or porous electrode
ξm,n approximate of m terms for effectiveness of n-th reaction
Ω relative dimensionless resistance variable = Φ/(–ν 2I)
Ψ relative dimensionless potential variable = Φ/Φ0

Ψn components of approximate of dimensionless
overpotential

ζ aspect ratio = x0/y0
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Zm+1 approximate of m + 1 terms for relative dimensionless
resistance Ω

APPENDIX: ADM MATHEMATICA CODES

1. ADM to Solve One ODE12

The model equations for a porous catalyst pellet or electrode in a
planar form is

02
2

2
=− pC

dX
Cd φ   (A.1)

where p is the reaction order, and in a spherical form is

 012
2

2
=− − pp XC

dX
Cd φ  (A.2)

According to ADM, Eqs. (A.1) and (A.2) can be decomposed as:

0=+ NCLC   (A.3)

where, L is the highest order derivative, L = d/dX2; N is the
nonlinear operator.
  Applying L–1 to Eq. (A.3) gives:

NCLLCL 11 −− =   (A.4)

For Eq. (A.1) in a planar form

∑
∞

=

===
0

)(
n

n
p ACCfNC   (A.5)

and for Eq. (A.2) in a spherical form

∑
∞

=

− ===
0

1)(
n

pp
nAXCCfNC  (A.6)
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Here An are the Adomian polynomials defined as

0))((
!

1
== λλ

λ
uf

d
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n
A n

n
n  (A.7)

where
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i
iuu λ∑

∞

=

=
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  (A.8)

The approximate analytical solutions are in the form:

∑∑
∞
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+==
0

1
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n

n
n ALCCC   (A.9)

The approximate of the nonlinear term with finite m terms will be

∑
−

=

−
1

0

~
m

n
nANC   (A.10)

which can be obtained by an finite m-term approximate of
Adomian polynomials.

The approximate solution with m + 1 terms should be in a
series form as

∑∑
−

=

−

=
+ −==Λ−

1

0

1
0

0
1~)(

m

n
n

m

n
nm ALCCxC  (A.11)

The constants C0 can be determined from the boundary conditions.
By applying symbolic computation of Mathematica software,

a mathematical mechanization of ADM based on the principle of
parameterization, was carried out to reduce the solution for
approximate expressions of model equations (A.1) and (A.2). The
code of parameterized ADM is listed below.

The process is as follows: the term number m is first input,
then two one-dimensional arrays will be created as a = Array[t, m],
u = Array[l, m]; a circle sentence Do[c = u[[i]]*λi – 1 + c,{i,m}]
with introducing the parameter λ is used to produce the expression
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i
m

i
iuu λ∑

=

=
0

. In this code, f[c–] is the function expression of the

nonlinear term N, l[1] = u0 = c0 is the root of Adomian polynomial.
The component of solution, cn, can be calculated by using a
function polyadomian[i–].

If the boundary conditions are applied to the approximate

expression ∑
=

=
m

n
ncc

0

, a one variable algebraic equation can be

obtained to determine the unknown constant c0. However, different
methods may be used for other kinds of boundary conditions. It
should be noted, the root c0 can be obtained analytically when the
ADM approximate solution term m ≤ 5 for reaction orders n = 0.5,
1.0, 2.0,10,11 otherwise the Newton iteration method will be needed
for c0.

PAMC (Parameterized ADM Mathematica Code) for
diffusion–reaction models:

Clear [λ, a, u, n, c]
m: = 8
a = Array [t, m]
u = Array[l, m]
c = 0
Do[c = u[[i]]*λi – 1 + c,{i, m}]
f[c–] = cn

l[1] = c0

λ = 0
a[[1]] = f[c]
Clear[λ]

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

=∗=+

∗=+
=

∫∫
0}};,{],[[

)!(
1]]1[[

];[;]][[]1[
:_][

2

λλ

φ

icfD
i

ia

iCleardxdxiail
inpolyadomia

Do[polyadomian[i], {i = m – 1}]
c = 0
Do[c = u[[i]] + c,{i, m}]
c

Output example of the algebraic expression of the approximate
solution C(X) with eight terms for the model of catalyst slab is as:
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2. ADM to Solve the Coupled ODE’s17

Similarly, any two coupled ordinary differential equations can be
written for the operator equations of ADM

)()( 1111 xguNRL =++  (B.1)

)()( 2222 xgNRL =++ ν

where L1, L2 are two highest order derivatives, R1, R2 are the
derivatives of order less than L, N1, N2 are nonlinear terms, and
g1(x), g2(x) are inhomogeneous terms.

We apply the inverse invertible linear operators L1
–1, L2

-1 to
Eq. (B.1), then

uNLuRLxgLuLL 1
1

11
1

11
1

11
1

1 )( −−−− −−=  (B.2)

νν 2
1

22
1

22
1

22
1

2 )( NLuRLxgLLL −−−− −−=

ADM defines the solution u(x) and v(x)  by the infinite series
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Decomposing the nonlinear terms N1, N2 by the Adomian
polynomials
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Introducing the parameter λ, the polynomials An and Bn can be
identified as

0)](),([
!

1
== λλνλ

λ
uf

d
d

n
A n

n
n  (B.6)

0)](),([
!

1
== λλνλ

λ
uf

d
d

n
B n

n
n

Consequently, all components of the decomposition are identified
and can be calculated.
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For the boundary value problems in this paper, the L1 and L2
are linear Laplacian operators, the R1 and R2 disappear, the
inhomogeneous terms g1(x) and g2(x) also equal to zero. The
function fi1, fi2 arising from integrating should be fi1 = a0 + a1x and
fi2 = b0 + b1x.

Also for a symmetry geometry, the catalyst center as a
boundary usually has a boundary condition x = 0, du/dx = 0 and
dv/dx = 0, this leads to fi1 = a0 and fi2 = b0 which mean u0 = a0 and
v0 = b0, therefore it’s much easier since only two undetermined
constants a0 and b0 need to be evaluated.

The approximate solutions with m + 1 term will be
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The process of calculating the Adomian polynomials can be
well mechanized by applying symbolic computation of
Mathematica, based on the parameterization principle of Eq. (B.6).
Then, we apply Eq. (B.7) to generate partial components of the

sum ∑
∞

=

=
0n

nuu  and ∑
∞

=

=
0n

nνν . Thus, if the series converges the

m + 1 term partial sum ∑
=

+ =
m

n
nm uu

0
1  and ∑

=
+ =

m

n
nm

0
1 νν  would be

the approximate solutions since uun
n

=
∞→

lim  and νν =
∞→

n
n
lim  have

been identified.
The integrating constants a0 and b0 can be evaluated by letting

the partial sum um+1 and νm+1 to satisfy the boundary-conditions
respectively. That is, we will solve two coupled algebraic equations
by the general numerical method, for example, regressing by
Newton method, to evaluate two integration constants as long as
the catalyst with a symmetry geometry.

The model for the three-dimensional or packed bed electrode,
which describes the overpotential and concentration distributions,
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γα

µ 1
)exp(
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dX
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γα
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0          ,0          ,0 ==
Ψ

=
dX
dC

dX
dX   (B.10)

               1              ,1             ,1 ==Ψ= CX   (A-2-11)

The two-coupled ordinary differential equations have been
decomposed by parameterized ADM, and the Mathematica code is
listed below.

PAMC for coupled ODE’s of tree-dimentional electrode
model:

Clear [λ, a, b,  u, v, c, φ]
m: = 4
a = Array [t, m]
b = Array [p, m]
u = Array [l, m]
v = Array [q, m]
c = 0
Do[c = u[[i]]*λi – 1 + c,{i, m}]
φ = 0
Do[φ = v[[i]]*λi – 1 + φ,{i, m}]

( ) γφα

φ 1
exp

1],[1
+

∗

=−−
ccf

( ) γφα

φ 1
exp

1],[2
+

∗

=−−
ccf

l[1] = c0

q[1] = φ0

a[[1]] = f1[c–,φ–]
b[[1]] = f2[c–,φ–]
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;]][[]1[

;]][[]1[

;0

:_][

icfD
i

ib

icfD
i

ia

iClear

dxdxibiq

dxdxiasil

inpolyadomia

λφ

λφ

µ

λ

Do[polyadomian[i], {i = m – 1}]
c = 0
Do[c = u[[i]] + c,{i, m}]
φ  = 0
Do[φ = v[[i]] + φ,{i, m}]
c
φ
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